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Preface

This volume is a compilation of eight installments of notes that I provided for the
students who took Relativistic Quantum Field Theory 1 (8.323) at MIT during the spring
of 2011. This is a first semester course in quantum field theory for beginning graduate
students or advanced undergraduates. There were 26 lectures and the topics covered
were free scalar fields, path integrals scalar ¢*-theory, free Dirac fields, scattering and
QED. Each chapter of this volume corresponds to one of the installments and covers
roughly 3 or 4 lectures worth of material.

As for any set of lecture notes, the reader has to take them as is. While I have
located many typos, [ am sure that many more still exist. Probably some things could
have been better explained and if I ever teach such a course again I will likely go back
and reformulate many things.

[ would like to thank Prof. Krishna Rajagopal for giving me the opportunity to teach
this course. I would also like to thank the 8.323 students who provided many helpful
comments about the notes.
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Chapter 1

Free scalar fields

1.1 Why Quantum Field Theory

Traditionally, quantum field theory (QFT) has been defined as the combination of special
relativity with quantum mechanics. This is not wrong, but it slightly misses the point.
QFT has become the essential tool of particle physics, but it is also highly relevant in
condensed matter physics which is nonrelativistic.

By combining special relativity with quantum mechanics, one ends up with a quantum
mechanical system with an infinite number of degrees of freedom. It is the infinite
degrees of freedom which is responsible for QFT’s features. This is is the more modern
understanding of QFT and it is relevant for condensed matter physics because here the
number of degrees of freedom is very large and can be more or less treated as infinite.

Having an infinite number of degrees of freedom turns out to be very tricky and
it took several decades before the situation was well understood. The problem is that
many calculations that you can do, and which we will explicitly perform in this class, are
infinite. One needs a way to consistently get rid of the infinities so that we are left with
finite physical quantities. In this course we will show how to do this at the “one-loop”
level. A more detailed explanation will be given in the second semester course.

Even though QFT is applicable to nonrelativistic systems, our emphasis will be on
scalar field theory and quantum electrodynamics (QED), which are explicitly relativisitic.
QFT as applied to QED is a theoretical triumph, where theory has been shown to match
with experiment up to 12 significant digits. But QFT remains incomplete and is still a
very active field of theoretical research. Here we list several issues still to be resolved in
QFT

e While QFT “works” extremely well, there are parameters in the theory that need to
be set by hand, namely coupling strengths and masses. In QFT 2 & 3 you will learn
how the masses are themselves determined by couplings to the so-called “Higgs”
field, but what determines these couplings is not well understood. Physicists are
always looking for a more complete theory where the couplings are somehow de-
termined.
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e At high enough energies QED breaks down and some other theory must take over.
Actually, at a scale well below this breakdown, QED unifies with the weak force to
form the electroweak force, but even this theory must break down at high enough
energies. In principle, quantum chromodynamics (QCD), the theory of the strong
force, could be consistent at an arbitrarily high scale because of a property called
“asymptotic freedom”, where the coupling becomes weaker at higher energy scales.
One possibility to prevent a breakdown of the electroweak theory is that it is unified
with QCD to make a grand unified theory that is also asymptotically free.

e Even if there is a grand unified theory, this theory is still missing gravity. It
turns out that merging gravity with quantum mechanics is a very difficult business
and has not been truly resolved, because of the aforementioned infinities. It is
generally accepted that string theory can get around this problem and lead to a
fully consistent theory.

1.2 Conventions

It is assumed that you have had an extensive course or subcourse in special relativity. In
this section we give our conventions which we use throughout the course. They match
those found in Peskin.

We will use units where the speed of light is ¢ = 1. Hence, time has units of length.
Likewise, from the relation

E? = p*c + m2c* (1.2.1)

we see that mass and momentum have the same units as energy. Space-time coordinates
in a 3 + 1 dimensional inertial frame S are given by z# where = 0,1,2,3 with 2° = ¢.
Now and then we will consider situations where there are d + 1 space-time dimensions
with the p labeled accordingly.

We will use the (+ — ——) convention for the metric 7,,,, where

N = diag(+1, -1, -1, —1). (1.2.2)
The invariant length squared for a space-time displacement Ax* is
As? = —A7T? = =1, A" Az” = —Az" Az, = —Ax?, (1.2.3)

where AT is the displaced proper time. Infinitesimal displacements dz* have the invariant
length squared ds* = —n,,, da*dz”. Az* and da* are examples of contravariant 4-vectors.

Under a Lorentz transformation from an inertial frame S to another inertial frame S’
with coordinates z*', the coordinates transform as Az* = A*,Az”. Lorentz transfor-
mations have six independent generators given by boosts in the three spatial directions
and three independent rotations. For example, a boost in the 2! direction has A given
by

v —vy 0 0

| vy 00
A= 0 o 10 |- (1.2.4)

0 0 01
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where 77! = /1 — 2. As? and ds? are invariant under these transformations. Note that
for any Lorentz transformation, det(A) = 1.

We can enlarge the set of transformations to also include constant shifts «* — z#+a*,
where the a* are constants. The displacements and the differentials are clearly invariant
under these transformations. The combination of space-time translations and Lorentz
transformations are called Poincaré transformations.

The Lorentz transformations on contravariant vectors can be generalized to transfor-

. n
mations on tensors. An ( m ) tensor has the form T}1#2-:#» and transforms under a

Lorentz transformation as

/ /
T’”“Q Hn o A N2y N N AR N, TR (1.2.5)

l/ 1/2 V"L m - V1ilV2...Um
Indices can be raised and lowered with the metric, with

UIH2 . fhn N AO T 2. 4
Tulug...umn _77 Tulyg...umng' (126)

We can also make an ( m:L_ 1 ) tensor from T}1/2-#n by taking a derivative

0

(RN — B1H2- fin — B2
V1V2~--an70' - axo-Tl/lllz l/mn 8 Ty11/2 Z/mn. (127)

We will often consider the inner product of two contravariant 4-vectors, A* and B*,
A-B=A"B,, (1.2.8)

which has no free indices and thus is a Lorentz invariant.
One particular tensor is the 4-momentum of a particle p, = (£, —p). The invariant
made from this is

2 = pupon” = pupt = m®. (1.2.9)

Another tensor is the gauge field of an electromagnetic field A, (z). The field strength
Fuu 18

Fuw(x) = 04 A, (x) — O A, (). (1.2.10)

Quantization relates the 4-momentum p, to a 4-wave vector k, = (w, —/;) by p, =
hk,. We will choose units where i = 1, although we will occasionally make the A
explicit in our equations. With these units a length will have the dimension of an inverse
momentum which translates into an inverse mass when ¢ = 1. With our choice of units,
all physical quantities have units which are mass to some power, D. We will call D the
quantity’s “dimension”.
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1.3 Free scalar fields

Consider a real classical scalar field ¢(x) where ‘z’ in the argument refers to all 3+1 space-
time coordinates. A scalar field is invariant under Poincaré transformations, meaning
that an observer in an inertial frame S’ will see the scalar field ¢'(2’) where ¢/(z’) = ¢(x).
We will want our field to be dynamical, meaning that it should satisfy some second order
differential equation with respect to the time coordinate. Furthermore, we will want the
differential equation to be covariant, so that if ¢(x) is a solution for an observer in S
then ¢'(z’) is a solution for an observer in S’. Therefore, the derivatives in the equation
have to come with the combination 9% = 9,0" = g—; — V2.

We will also assume that ¢ is a solution to a linear equation, which we will later see
is relevant for free particles, that is, particles that don’t interact with other particles.
The simplest such equation we can write down is the Klein-Gordon equation,

O*¢(x) + m2¢(x) =0. (1.3.1)

Since a derivative has dimension 1, consistency requires that the parameter m is also
dimension 1. For this reason we will refer to m as a mass.
A general solution to (1.3.1) is

&’k 1 —ika | A% tika
¢(x):/(27r)3 ol (Age + Ar et (1.3.2)

where Ay are constants with respect to the coordinates z* and k° = w(E) = Vk-k+m?

-,

The factor of 1/2w(k) has been inserted for later convenience. Let us now consider the
Fourier transform of ¢(x) with respect to the three spatial directions,

ok, t) = / B e *F p(z). (1.3.3)
Comparing with (1.3.2), we find that
~ o 1 . o
(k1) = ——— (A,;e*“"(k)t A Eeﬂw(k)t) , (1.3.4)
2w(k)

-

where w(k) is defined as above. This does not look relativistic, but nonetheless, let us
press on. Substituting ¢(k,t) into (1.3.1) we immediately find the equation

&2~ - ~

@ <k>t) +w2(E) ¢(E’ t) =0. (1'3'5)

Hence, for every k we have an equation for an ordinary harmonic oscillator with frequency

w(k).
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1.3.1 Quick review of the simple harmonic oscillator

Since our free classical field can be thought of as an infinite collection of harmonic
oscillators, let us review how one quantizes the simple harmonic oscillator. Given an
oscillator whose position is x(t), its mass is m and its frequency is wy, the Hamiltonian
is given by
.2 2.2

H=imi’+3muwgz’. (1.3.6)
Since the mass is a common factor, it is convenient to define a new variable ¢(t) =
V/mz(t) so that the Hamiltonian becomes

H=1+1wie?, (1.3.7)
and the equation of motion is
0? N

Comparing to (1.3.1), we see that we can interpret the simple harmonic oscillator as a
scalar field in 0 + 1 dimensions. Notice further that the dimension of ¢(t) is D = —1/2.
A general solution to the equation of motion can be written as

P(t) = \/21_% (Ae ™0t 4 A etol) (1.3.9)

The action for this system is

S = /dtL(t), (1.3.10)

where L(t) is the Lagrangian
L=1¢* - 12 ¢?. (1.3.11)

The canonical momentum I1(¢) is then given by
= o(t), (1.3.12)

whose solutions are

TI(t) = —i y /% (Aemiot — A% etieot) (1.3.13)

Now let us quantize this system. In this case ¢ becomes an operator that acts on the
Hilbert space and whose time evolution is given by

p(t) = eHp(0) e (1.3.14)
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The constants A and A* become the annihilation and creation operators a and a! which
satisfy the commutation relation

[a,a'] = 1. (1.3.15)

It then follows that the equal time commutation relations between ¢(¢) and II(¢) have
the standard form

[o(2), 11(£)] = 1. (1.3.16)

The normalized eigenstates of the system are built from the ground state |0), where

a|0) = 0. Thus, we have |n) = \/—%(CLT)”\O).

1.3.2 2-point correlators for the harmonic oscillator

Of special interest are correlators of operators at different times'. In particular, the
two-point function is given by

Gr(t,t') = (O[TIo(De(t)10) (1.3.17)

where the F' subscript stands for Feynman and the symbol T" stands for “time-ordered”,

Tlp)o(t)] = o)) t>*t
= o(t)e(t) t<t. (1.3.18)

Substituting (1.3.9) into (1.3.17) we obtain

1 oy
Gp(t,t) = ﬂe*mﬂt*t = Gpt—1t). (1.3.19)
0

To see why this is interesting, let us consider the combination

82

@GF(t—t’)ergGF(t—t’) = —ngF(t—t’)+w§GF(t—t’)—fgsgn(t—t’)

20t
= —id(t—t), (1.3.20)

where sgn(t) is the sign of ¢. Therefore, i Gp(t — t') is the Green’s function for the
differential operator 2 + w3

It will often be convenient to Fourier transform the operator ¢(t) and Gp(t —t') into
frequency space, where

P(w) = /dt etlop(t). (1.3.21)

For the two-point function, we Fourier transform both ¢ and ' to get

/ dtdt’ et GLt —t) = / dTdr et THi—DT2G0 0y | (1.3.22)

!Later in this course we will see that operator correlators are important for particle scattering.

6
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where T' = %(t +t') and 7 =t — t'. Integrating over T' then gives

/dt dt TGt —t) = 2 0(w + W) /dr et TG p(T) = 2m §(w + W) éF(w) ,
(1.3.23)

where Gp(w) is the Fourier transform of Gp(7),

Gr(w) = / dr et T Gp(T) = L / dr etiwr—iwolrl (1.3.24)
2 wo

The §-function in (1.3.23) ensures energy conservation and is a consequence of the time

translation invariance in the Green’s function.

Strictly speaking this integral in (1.3.24) is not well-defined, but we can make it so
by shifting wy by a small negative imaginary part, wy — wy — i €. Looking at Gg(7) in
(1.3.19) we see that +ie gradually sends Gp(7) to zero for 7 — £oo which is a usual
procedure for distributions: we assume that Gg(7) is turned off in the infinite past and
future. We then find

~ 1 00 , , 0 . .
GF((U) — Q_WO (/ dr 6+z(w—wo+ze)r +/ dr e+l(w+w0—l€)T)
0

—0o0

B 1 1 /)
 2wp \w—wp i€ w—wy— i€
1

= — 1.3.25
w? — w +ie’ ( )
where we have absorbed a factor of wy into € (we are assuming that wo > 0).
We can go backward to obtain G(t —t’) from G(w), where
o d (bt
Gult — ) = / G (w). (1.3.26)
oo 2m

To do this integral we can close off the contour and pick off the contributions from the
poles. Note that G(w) has simple poles at w = +(wp — i€), hence one pole is just above
the real line and the other is just below it (see figure 1). If ¢ > ' then we can close off
the contour in the lower half plane, where we end up encircling the pole clockwise at
woy — %€ to find

1 g , , 1 . )
Gp(t —t) = —(27mi) — —— e~ wolt=t) — _— o—iwo(t=t") 1.3.27
F( ) ( m) 2 2w06 2woe ( )

If t < t’ then we close off the contour in the upper half plane, finding
1 1 . , 1 , ,
Gr(t—t) = (2mi) — Hiwo(t=t) — 2 gtiwo(t=t) 1.3.28
r ) = (2mi) 27 —2w06 2w06 ( )

This is not the only way to get a Green’s function. We could also consider the
combination

Gult, ) = 0t = )0ll6(0), (¢ )][0) = =1 (emt=t) it — Gy — ),

(1.3.29)
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<t

0=-0,+ i€
X — /N
/ - X
w=wy—I €
1

>t

Figure 1.1: Integration contour for Gg(t —t') in the case t >t (lower) and t < ¢’ (upper).

where 0(t) is the Heaviside function, 6(t) =1, ¢ > 0, 6(t) = 0, t < 0. Thus,

62

55 Grt —t) +wiGr(t —t) = —wiGr(t—t)+wiGr(t—1t)—i 2e(t —t)

ot
= —id(t—1t). (1.3.30)

In frequency space we have that

~ o0 ) 1 ) )
Gr(w) = / dre*™” — (e””OT — 6+MOT) (1.3.31)
0 2w
In order to do the integral we have to shift wy — wp—1 € in the first term and wy — wp+1i €
in the second term. Hence we have
Cnlw) ! ! (1.3.32)
f (w—wotie)(w+wy+ie) w?—wd+iesgn(w)

Clearly, both poles are below the real line (see figure 2).
The Green’s function allows us to compute ¢(t) in the presence of a source. Suppose
we have a source J(t) for our 0 + 1 dimensional scalar field, such that

32

0() + R 6(t) = (1) (1.3.33)

This equation of motion can be derived from the action by including the term

/ dt T(H)6(t) (1.3.34)

8
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<t

N\ - N\
X - X
W=—0,— [ & w=wy—I €
1

>t

Figure 1.2: Integration contour for Gr(t — ') in the case t > ¢’ (lower) and t < t' (upper).
The solution to (1.3.33) is

O(t) = o (t) + i / dt Gt — 1) J(t), (1.3.35)

where the homogeneous part is the solution in (1.3.9) and G(t — ') is one of the Green’s
functions.

By construction, Gg(t —t') only has support when ¢ is in the past of ¢, hence this is
a retarded Green’s function. However, the Feynman Green’s function has support both
in the future and the past, so this is not retarded (nor is it advanced). To understand
its significance, let us rewrite Gp(t —t') as

Grlt—t) = ot —t') i (t—t) _ ot — t)e—i(—wo)(t—t’)

ror > o , (1.3.36)

which has a form closer to Gr(t —t'). Here, however while the first term is the same
as the first term in Gg(t — t'), the second term is advanced and the coefficient is that
for a negative energy. Hence, sources in the past add positive energy modes, in other
words they act as emitters. Sources in the future add negative energy modes, which is
equivalent to removing positive energy modes, so they act as absorbers.

Let us look at this a different way. Suppose that the system is in the ground state until
time t' when it is suddenly put in the first excited state via a source. As a function of ¢
the amplitude is proportional to e *0(=*) if ¢ > ¢/, This is the behavior of (0[¢(t)d(t')|0).
But by the symmetry of this correlator there is a source term at t to take the system
back down to the ground state. If t < ' then the source at ¢ can only add energy to the
system and the source at ¢ removes it, in which case the correlator is (0|¢(t")¢(¢)|0). In
other words, we should use Gg(t —t') if sources can equally act as emitters or absorbers.

9
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1.3.3 3-+1 dimensional scalar field as an infinite set of harmonic
oscillators

We now apply the ideas from a single harmonic oscillator to the scalar field in 3 +
1 dimensions. As we showed, the Fourier transformed components qg(lg, t) satisfy the
equation of motion for an harmonic oscillator whose classical solution is expressed in
(1.3.4). We should then proceed as we did for the single harmonic oscillator, although
there a couple of wrinkles we need to iron out. B

First, unlike ¢(¢), ng(lZ, t) is not real. Hence, after quantization, ¢(E, t) becomes

~ . 1 . .
(k1) = ——— (aEe_W(k)t + aT_EeJ”w(k)t) , (1.3.37)
2w(k)

where aj is the annihilation operator for a mode with momentum k and ai P is the creation

operator for a different mode with momentum —k. Here we can draw an analogy to a
circularly symmetric simple harmonic oscillator in two dimensions. In this case we have
two coordinates ¢1(t) and ¢o(t) which after quantization have the form

1 ) .
le(t) _ — (al e—zwot + a]{ e-Hth)
V 0
1 ) .
balt) = = <a2 e~ | gl e““ot) . (1.3.38)
0

If we now let ¢ = %(gbl(t) + i ¢o(t)), then we have that

1 — W w
6r(t) = = (are el )
1 | |
o (1) = —(a_ e—wot+aie+wot), (1.3.39)
\/2&]0

where ax = Lz(al +iay), al. = \%(CLJ{ Tial).

The other wrinkle is that we now have a continuous set of oscillators, so it will be
necessary to modify the commutation relation in (1.3.15). Since the standard measure
. . . . 3
in three-dimensional momentum space is (g ik it is natural to normalize the relations to

lag, al,] = (2m)°8*(k — k') . (1.3.40)

The ground state for a collection of oscillators, |0) satisfies az|0) = 0 for all k. The
Hamiltonian should be a sum, or in this case an integral, over all the individual oscillators

&3k Bk~
H= / - Lw(k af a,g+&,ga£> :/(%) w(k)alag+C. (1.3.41)

The expression on the right hand side is the normal ordered version where all creation
operators lie on the left of the annihilation operators. The constant C' is an infinite

10



8.323: QFT1 Lecture Notes — J. Minahan

constant which we can ignore since we will only be interested in relative energies between
the states.

From now on we will call the ground state |0) the “vacuum”. The states are then
constructed by acting with the creation operators aj; on |0). The full Hilbert space for
this system is called a Fock space. We define the states as follows:

kv ks k) = QM(Ei)a£i|O), (1.3.42)
i=1

where we assume that all Ez are different, which is a reasonable assumption since k is
continous. The rather strange normailization factors are to ensure Lorentz invariant
inner products, as we will demonstrate below. Acting with H on this state we find

n

H|E17E2En> :ZW(EZ)|E17E2E7L>7 (1343)

=1

while if we define the momentum operator P

= d3k =
P= al a- 1.3.44
we have that
Pl ks k) = ki lki ko k) (1.3.45)

Hence the state in the Fock space has the energy and momentum of n particles with rest

mass m, where the individual momenta are EZ and their energies are £ = v/ k2 + m2.
We can now point out several properties of these particles.

e They are free particles, meaning that they are noninteracting. The state |E17 ks ... En>
is an eigenstate of H, hence the individual l;: are not changing in time. The only
way that the individual momenta cannot change is that there are no forces acting
on the particles. Furthermore, since |k1, /{;2 k ) 1s an eigenstate, no particles are
being created or destroyed as time evolves.

e The particles have no internal quantum numbers. In particular, they must have
spin 0. This is not too surprising since our particles originated from a scalar field
which has no Lorentz indices, meaning that it is invariant under rotations.

e The state does not change sign under the exchange of k; and l;j. According to our
interpretation, this switches the single particle states of two particles. Since there
is no change in the state, the particles are identical bosons.

In our analysis we have chosen a particular inertial frame S and then Fourier trans-
formed the spatial coordinates. An observer in a different frame of course would have
a different basis of spatial momenta. However, certain things should be invariant. In

11
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particular, the vacuum should be invariant under a Lorentz transformation. Let’s show
that it is. The vacuum is distinguished by az|0) = 0 for all k. We were able to dis-
tinguish between creation operators and annihilation operators because the annihilation
iw (k)

operators in gg(lg, t) came with a factor of e~ while the creation operators came with

a factor of e*™(®) where w(k) > 0. Under a Lorentz transformation w(k) can change,
but its sign is invariant. Hence a Lorentz transformation will map annihilation operators
to annihilation operators and creation operators to creation operators. Hence the state

|0) will continue to be annihilated by all a; and so continue to be defined as the vacuum.

Let us now consider the one particle states \l;> This is not invariant under a Lorentz
transformation since the momentum will change. However, a one-particle state for an
observer in S will be a one particle state for an observer in any other frame. Moreover,
we would like the inner product between one particle states to be Lorentz invariant. We
can quickly check that it is. Consider the Lorentz transformation of the 4-dimensional
o-function

(2m)* ' (k —q) — (2m)' " (K — ¢') = (2m)* det(A™1)d"(k — q) = (2m)" 0" (k — ),
(1.3.46)

where A*, is the Lorentz transformation matrix that takes S to S’. The d-function
271 §(k* — ¢?) is also clearly invariant. When k£ = ¢ then this J-function becomes

2m)o(k* —¢»)|. =2m(2k")1o(k" — ¢°). (1.3.47)

k=g
If ¢* is on the mass-shell, meaning that ¢ = m?, then the d-function forces k* to also be
on the mass-shell and so we can replace k° = w(k). Hence we have the Lorentz invariant
combination

(2m)* 0% (k — g)

Gm) ot —gr) ~ k@) k = ). (1.3.48)

One can quickly check that
(qk) = 2w(k) (27)*0°(k — @), (1.3.49)

and so is Lorentz invariant.
Let us now return to the scalar field in coordinate space, which by (1.3.2) is written
in terms of the oscillators as

d3k 1 —ik-x ik-x
o) = | @ o) (g™ +aper) (1.3:50)

To find the canonical momentum for this field, we need to know the Lagrangian density
L(x) that gives the Klein-Gordon equation in (1.3.1). Using that the functional derivative
satisfies

=0tz —vy), (1.3.51)
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and that the action is
S = /d% L(z) (1.3.52)

we have that the equation of motion comes from varying ¢(x) to ¢(x) + d¢p(x) so that
58 =0. (1.3.53)

We assume that £ is made up of ¢(z) and its derivatives d,¢(x). Hence the variation of

S is
B A oL oL B i oL oL
0S = /d x (88,@6“(%—'— _8¢5¢) = /d T ( 8“—00“@5 + _6¢6¢) dp, (1.3.54)

where we integrated by parts in the second step. Hence for general d¢(x) we find that
the equations of motion follow from the Euler-Lagrange equation

oL oL _
“90,6 09

0. (1.3.55)

Therefore, we obtain the Klein-Gordon equation if
L=10,00"p—1im*¢*. (1.3.56)

Note that the action § is dimesionless in any number of space-time dimensions, therefore
L has dimension 4 in 3+1 dimensions and so ¢ has dimension 1.
The canonical momentum II(x) is then

_oc
Do

Therefore, in terms of the oscillators II(z) is given by

() () = 8%(z) . (1.3.57)

. d*k WU;) —ik-x T ik
(z) = —i / e\ 2 (a,;e —age’ ) . (1.3.58)

The equal time commutators are then

Bl e e
[6(z°, &), TL(z°, §)] = i / ’ )3§(ezk-<w>+e+z’f-<xw) — i@ 7). (1.3.59)
T

Having £ and the canonical momentum we can also construct the Hamiltonian den-
sity. Recall from your courses in classical mechanics that for a set of coordinates ¢’ and
momentum p’!, the Hamiltonian H is

H= (pr q’) — L(p,q), (1.3.60)

13
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where L(p, q) is the Lagrangian as a function of the ¢’ and p’. The equations of motion
follow from the Poisson brackets with the Hamiltonian,

¢! ={d' . H}Y p'={' H}, (1.3.61)
where the Poisson brackets are defined by

0A OB 0A OB
{ABY=) ——o5— 7777 (1.3.62)
- an apl apl aql

In the case of the scalar field we have an infinite number of “coordinates”, namely
¢(Z) for each value of #, and an infinite number or momenta I1(Z). The Hamiltonian is
then

H = / FoTI(E)6(F) — L = / P (N@)E) - £) = / FrHE),  (1.3.63)

where H(Z) is the Hamiltonian density. The equations of motion again follow from the
Poisson brackets,

o) = {6(@), HY,  T(7) = {1(z), H}, (1.3.64)
where the Poisson brackets are now defined by
0A 6B 0A 6B
A B}= [ & — 1.3.
48 = [ o (5t~ ) 309
and the functional derivatives satisfy
00(H) _ 3~ - @) s~ -
_ _ = — 7). 1.3.

The derivation of the Klein-Gordon equation from (1.3.64), (1.3.56) and (1.3.57) is left

as an exercise

1.3.4 2-point correlators for the scalar field

Consider the 2-point correlator

((x)¢(y)) = (0]p(x)d(y)[0) , (1.3.67)

where no assumptions are made about z* and y*. Using the commuation relations in
(1.3.40) it is straightforward to show that
3k ,
o(x)o(y)) = / . 1.3.68
(o(2)o(y)) 2200 (1.3.68)
This should be a Lorentz invariant, since ¢(x) and the vacuum are Lorentz invariant. In

3 . . . .
fact, one can show that the measure factor [ (g)ds—gkw(,;) is Lorentz invariant since
s

&’k 3 NS _
/ G R EPE 0 =1 (1.3.69)

14
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The right hand side is obviously Lorentz invariant and the integrand is also Lorentz
invariant as shown in (1.3.48), hence the measure factor is Lorentz invariant.
The time ordered correlator is

Gr(r —y) = (T[¢(x)¢(y)]) = /(%d?’—k (6(2° — y°)e* @) 4 h(y0 — 20)e i)

$32w(k)
(1.3.70)
If we act on Gr(z — y) with the Klein-Gordon operator 9 +m? we find
(0 +m*)Gp(z —y) = —i/ @k E (8 00(x° — y0)e F ) _ 9 00(y° — xo)e+ik'(x_y))
(2m)3 2 V7F ‘
c e 0 0 d’k +ik-(2—7) - o4
= —id(a"—y") [ =—=e V=—id*(z—vy). (1.3.71)
(2m)°

Hence Gr(x — y) is a Green’s function for the Klein-Gordon operator. In the presence
of a source J(x), the Klein-Gordon equation becomes

0*¢(x) + m?¢*(x) = J(z) (1.3.72)
where we get this equation by adding the source term
Ls = J(x)p(x) (1.3.73)

to the Lagrangian. A general solution in the presence of the source is

O() = b (7) + / 43! Gp(e — o) J (&), (1.3.74)

where ¢}, is the homogeneous solution in (1.3.2).
Fourier transforming ¢(z) and Gp(x — y) we have

(k) = / d'ze™ o (z), (1.3.75)
and
/ dad ye* Y Gp(z —y) = (2m)*6*(k + q) / d'z e™*Y Gp(z)
= (2m)'0*(k + q)Gr(k), (1.3.76)

where here the d-function ensures conservation of 4-momentum. After integrating the
spatial part we find

Gp(k) = /dzo e’ =
r(k) 20 (k)
) )
_ _ _ _ 1.3.77
(k)2 — w(k)? +ie  Kk? —m? +ie ( )

<0(ZO>€—iw(E)zo + 9<_Zo)eiw(—l;)z0>

Similar to the case of a single oscillator, (1.3.77) has poles at k° = +(w(k) — i€)

15



8.323: QFT1 Lecture Notes — J. Minahan

1.3.5 The physical interpretation of Gr(x — y) and Causality

Suppose we have a single free particle at space-time position y*. The corresponding
quantum state we write as |1/, %) where we have made the spatial and time components
explicit. The probability amplitude to find the particle at a position # at time 2° > 7/°
is (%, 2°y,4°). This amplitude should be a Lorentz invariant. Now we have that

70 — oHY |7 — &’k ) (k| eHY°
747 = ') /}%P@Maﬂ@%l s (13.78)

where |k) is the single particle state defined in (1.3.42). Hence, we get

S0 &’k Wk @y =ik g 19y —
”y>_/f%wmm%> 20(F) Ho)=s)l0),  (13.79)

where we used that |7) has a normalization to cancel off the normalization factors in
(1.3.42). Therefore, (Z,2°7,4°) = 0(xo — yo){(¢(x)d(y)) for x° > 3°. In other words the
2-point correlator is the amplitude for a free particle at y* to propagate to x*. For this
reason the 2-point correlator is also called the propagator. Gg(xz — y) is usually called
the Feynman propagator, where we allow for a particle to propagate from y* to x* if
2% > 4 and from z# to y* it Y > 2Y.

The poles in Gg(k) tell us the physical mass of the particle. The presence of the poles
at k2 = m? — ie is responsible for the e~“®2"+%7 hehavior in G r(x), which we expect
for the amplitude of a single particle of mass m to go from y to . Once we consider
interactions the amplitude will be modified, but any pole the correlator has will still give
us this same sort of behavior for the amplitude (there could be other contributions as
well) letting us know that there is a physical particle with a mass at the pole.

The expression in (1.3.70) and the definition of a propagator relies on us being able
to time order the fields. However if x — y is spacelike, i.e., (x — y)? < 0, then the time
ordering is a relative concept. In other words there exists inertial frames where 2°—1° > 0
and other inertial frames where 2° — % < 0. In order to avoid a contradiction, we must
have that ([¢(x), d(y)]) = [p(z),d(y)] = 0 if (x — y)* < 0. To show that this is true,
we first observe that ([¢(x), ¢(y)]) is a Lorentz invariant. Hence, if it is zero it will be
zero in all frames. So one strategy is to choose a particular frame where it is relatively
easy to see if this commutator is zero. In particular, there exists a frame where the time
coordinates are simultaneous, z° — ¢ = 0. Tt then follows from (1.3.68) that in this
frame

R o G ) EUCEE

because of the symmetry of the measure under k— —k.

If ¢(x) did not commute with ¢(y) when (z — y)*> < 0 then causality would be
violated. To see why, note that ¢(z) is an Hermitian operator acting on a Hilbert space
and corresponds to a physical quantity that is in principle measurable. Let us suppose
that measurements are made of ¢(z) and ¢(y) where (r — y)* < 0. The space-time

16
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Y

Figure 1.3: Integration contour with cuts in the z plane. The branch points are at z =
+i mlz —y|.

positions x and y are out of causal contact, meaning that no physical signal can travel
from one space-time point to the other. Hence the measurement of ¢(z) cannot effect the
measurement of ¢(y) if causality is to hold. We know that in ordinary quantum mechanics
two measurements do not affect each other only if the corresponding operators commute.

This is not to say that (¢(x)@(y)) is zero if (x — y)? < 0. To see how the correlator
behaves when z# — y* is space-like, let us choose a frame where 2 — y° = 0. In this case
the propagator is

(6(x)o(y)) = / #()

)*2w(k)
- / b K2dk / 1 d(cos 6) / - d¢;eikwseif—ﬁi
2(2m)3 J, o 0 VEZ +m?2
1 [ kdk sin(k|Z—17]) 1 e zdz _
oA )y VRErmE |i—g  8wi—g? /_OO \/Zz_i_mz‘f_mzsmz'
(1.3.81)

We can now restore the correlator to the Lorentz invariant form by replacing |7 — ¢]?
with —(z —y)? = |z — y|%

To do the last integral in (1.3.81), one observes that there are branch cuts running
from z = +im|z — y| to £ioo (see figure 3). One can then write sinz = 5- (¢* — e7%)
and deform the contour around the upper branch cut for the e*** term and around the
lower branch cut for the e=** term. Both parts give the same contribution, so the

17
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correlator becomes

(o(@)o(y)) = ;/m 2dz e (1.3.82)

47T2|fL’ - y|2 m|x—y| \/22 — m2|x — y|2

The integral can be done and gives a result involving special functions (a modified Bessel
function of the second kind), but we are mainly interested in the general behavior of the
correlator. In the limit where m|x — y| — 0, the integral clearly approaches 1. If
m|x — y| >> 1 then

- 1/2 00
: 1 ! / zdz e Ao . 1 - (m|x - y|) / em|zy|/ 271/2672
A2 — Y2 Jomjey) V22— m?z — y|? dm? |z — y| V2 0
1 mm 1/2
_ —mlz—y| 1.3.83
472 (2\x—y\3> ¢ ( )

Hence, we find an exponential falloff if z# and y* are space-like separated. This should
be expected: if the points are so separated, then a classical particle cannot propagate
from one space-time point to the other. Quantum mechanically, there can be tunneling
where we expect an exponentially small probability for the propagation to occur. Notice
further that Compton wave-length of the particle is m~!, which determines the falloff
rate. To understand why we have this falloff, recall that in nonrelativistic quantum

mechanics the exponential fall-off for tunneling between ¢ and ¥ can be computed using
the WKB method,

¥(x) ~ exp (z /jﬁ- d:E’) : (1.3.84)

where - p'= 2m(FE — V(Z)) is the classical trajectory for p. In the classically forbidden
region p’- p is negative and so p’- d7 is imaginary, leading to the exponential suppression.
In the case we are considering, let us choose a frame where 2° — y° = 0. The classical
trajectory is determined by p - p = m? and m #* = p*, where “” refers to the derivative
with respect to the proper-time. From this we see that p® = 0 and so §-p'= —m?. Hence
p'is imaginary and so is the proper time. p'is directed along ¥ — ¢/, from which it follows
that e~ (@—y) — o—mlZ—7

If z# — y* is time-like, then to evaluate the correlator we choose a frame where
7 — ¢ = 0. In this case, assuming z° — y° > 0, we have
L [P Rk um@oyey _ 1 [T

o _ d 2 _ o 2)1/2 pmiw(@®=y0)
a2 Jy w(k) a2 /. wlw" —m7) e

(d(z)d(y)) =
(1.3.85)

To make the this expression Lorentz invariant we replace °—1° with \/(z — )2 = |z —vy|.
If m|x — y| >> 1 then we can approximate (1.3.85) to

mmi vz
(P(x)o(y)) =~ ﬁ(w> e~tmlz=yl (1.3.86)
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thus here we find oscillatory behavior. Notice that (1.3.86) can also be obtained from
(1.3.83) by replacing |z — y| with i|z — y|, which is what one does to go from a space-like
to a time-like separation.

As a final thought, note that correlator is is singular if x* — y* is light-like, i.e.
(r —y)? = 0, even if a# — y* # 0. This is basically a consequence of the Lorentz
invariance and the singular behavior as z* — y* — 0. If (z — y)? = 0 then we can keep
boosting to a new frame, making z# — y* arbitrarily small. Since the final result cannot
depend on the frame, it must be that the correlator is singular in all frames.

1.4 Symmetries and Noether’s theorem

Symmetries are an important tool in physics as they allow us to make practical statements
about many physical quantities. For example, the mass of the proton is 938 MeV. The
mass is almost entirely dependent on the physics of QCD, but actually computing this
value is extremely difficult and requires a huge amount of computing power. On the other
hand, because of a symmetry called isospin, one can definitively say that the neutron
should have have a mass that is very close to the proton mass, which it is, 939 MeV.
[sospin symmetry is not exact, that is why the masses are slightly different, but it is
close to an exact symmetry. In this section we will explore some aspects of symmetries
in scalar field theories.

If a continuous symmetry exists, then under the shift ¢(x) + ef(¢(x)), where € is
an infinitesimal parameter and f(¢(z)) is some function of the fields, the Lagrangian
L is invariant up to order €. The symmetries we consider here are global symmetries,
meaning that € has no space-time dependence. Later in the course we will see a different
type of symmetry called a gauge symmetry, where the transformations are local, meaning
that they can depend on the coordinate z*.

As an example, consider the massless Lagrangian £ = %@gb@”gb. This is invariant
under ¢(z) — ¢(x) + €. If there were a mass term then this would no longer be the case.
As a second example, consider the Lagrangian for a complex scalar field,

L= 0,¢"(2)0"p — m*¢*(x)d(x) . (1.4.1)

Under the infinitesimal shift, ¢(z) — ¢(x) + iep(x) the Lagrangian shifts to £L —
L + O(e?) and so is invariant to leading approximation. This last transformation is
the infinitesimal form of the transformation of ¢(x) — € ¢(x) which clearly leaves £
invariant.

Noether’s theorem states that for every continuous symmetry there is a conserved
current. Actually, we can relax our symmetry requirements a bit by allowing £ to be
invariant up to a total derivative term

L—L+ed,T" (1.4.2)

since such a term will not affect the equations of motion. Since the symmetry trans-
formation is infinitesimal, we can identify € f(¢(z)) with d¢(z). If we assume that ¢(z)
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satisfies the equations of motion then

oL oL

oL = aama w9 + = 90 8¢
- 9, (%w) - (au% _ %) 56
— <o, ( 8‘9; ¢f(¢)) 07" 143
If we define the current j#
7= 50 =", (144

it follows from (1.4.3) that d,j* = 0. Hence, j* is conserved.
In the case of the constant shift, ¢(x) — ¢(z) + €, the current is j# = 0*¢(x). In the
case of the complex field the current is

= i(0" )b — "D (1.4.5)

If we write ¢(z) = p(x) ™ then we have that j#(z) = 2p%(x) 0"0(x).
From the time component of the current we can build the charge

Q= /d%jo(f, 2°) (1.4.6)

which is constant in time assuming that j°(z) falls off sufficiently fast as x — oo:

(th /d3 gt' (f,xO):—/d?’N-j(f,xO):—/ dg.j:o.) (1.4.7)

After quantizing, ) becomes an operator that commutes with the Hamiltonian. There-
fore, the eigenstates in the quantum field theory can also be eigenstates of () and () be-
comes a well-defined quantum number. Of course, if there several independent charges,
then the individual charges don’t necessarily commute with each other.

As an example, let us return to the complex scalar. The canonical momentum for
o(x)isTI(z) = 0¢*(x), while that for ¢*(z) is [T*(x) = °¢p(x). Hence, after quantization

the equal time commutation relations are
[6(7,2°),0°0"(7,2°)) = i@, [¢
[0(7,2°),0°0(7.2°)] = [¢"(%,2°),0°" (7,

If we now commute @ with ¢(Z,z°) and ¢*(Z,2°), using (1.4.5) and (1.4.8) as well as
the fact that @) is constant in time (and so we can substitute Q@ = Q(z°)), we find

[Qv gb(f? x())] =+ gb(f? xO)] ) [Q’ Cb*(f? x())] = gb*(f’ lﬂ)] . (1'4'9)

When quantizing this @) there is an ambiguity about operator ordering, since ¢(x) does
not commute with 9°¢*(x). A standard choice is to assume that the fields in @Q are

¢"(7,2°),0%0(y,2°)] = 18°(T — 9),
2%)] =0. (1.4.8)

20



8.323: QFT1 Lecture Notes — J. Minahan

normal ordered. This means that all creation operators are to the left of annihilation
operators. With this condition we have that Q|0) = 0, that is, the vacuum has zero
charge. If we create the single particle state out of the vacuum, ¢(x)|0), then it follows
from the commutation relations (1.4.9) that this state has charge +1. On the other hand,
we can create a different particle state, ¢*(x)|0) which has charge —1. Once we include
interactions the particle numbers can change. But if the transformation ¢(z) — e?¢(x)
continues to be a symmetry, then the charge ) cannot change in the interactions.

Noether’s theorem can also be used for symmetries that do not directly change the
fields, but instead are symmetries of the coordinates. For example, space-time transla-
tions are implemented by z* — 2#' = a# — ¢*. In a translationally invariant theory, any
scalar is invariant under this transformation, in the sense that ¢'(z') = ¢(x). To leading
order in e this means that the transformation for ¢(x) is

o(x) = ¢'(x) = p(x +€) = ¢p(z) + €"0,0(x) . (1.4.10)
Since (1.4.10) applies for any scalar, the transformation for £(z) is
L(zx) = L(z)+ €0,L(x), (1.4.11)
since it too is a scalar. If we let
= K gy e, (1.4.12)
00,0

then following the same argument as in (1.4.3), we find that 9, 7" = 0. T* = T"* is the
energy momentum tensor and its conservation is a statement about the local conservation
of energy and momentum. 7% is the energy density and the “charge” is the total energy,

E:/ﬁﬂm. (1.4.13)
The other charges are the components of the total momentum
P:/ﬁuﬁ. (1.4.14)

We previously argued that the translational invariance of Gr(x —1vy) led to a conservation
of 4-momentum for the two-point function. Here we see that this is a consequence of
Noether’s theorem.
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Chapter 2

Path Integrals

In this chapter of the notes we introduce the concept of a path integral. We first consider
the path integral for a single nonrelativistic particle. We then specialize this to the
harmonic oscillator, which is a noninteracting 0 + 1 dimensional field theory. We then
generalize to the case of path integrals for scalar fields in 3 4 1 space-time dimensions.

2.1 Path integrals for nonrelativistic particles

2.1.1 Generalities

Suppose we pose the following problem in nonrelativistic quantum mechanics: given
that a particle is at position Z; at time ¢;, what is the probability that the particle is at
position 75 at time t5?

The wave-function evolves as'

U(Z,t) = e w1 (F 1) (2.1.1)

where the Hamiltonian H is assumed to have the form

Hzg—erV(f). (2.1.2)

Writing W(Z,¢) as an inner product with position states |Z), we then have
U(Z,t) = (Z|V, 1) = (Z]e /M) = (7, t|T). (2.1.3)

(We have inserted an explicit factor of A for later pedagogical convenience.) |Z,t) is the
state where the particle is at Z at time ¢ . Hence, the amplitude that the particle starts
at 71 at t; and ends up at 7y at g is

(T, ta|T1, 1) = (Tple #H 0|2 (2.1.4)

IFor this section we will keep the factors of A.
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To evaluate the expression in (2.1.4), we split up the time interval between ¢; and t;
into a large number of infinitesimally small time intervals At , so that

H(ta—t1) He*”ﬂt (2.1.5)

where the product is over all time intervals between t; and t5. Since, p'does not commute
with 7, we see that

6—%HAt 7& e—ﬁﬁQAte—%V(f)At’ (2.1.6)
however, if At is very small, then it is approximately true, in that
e i AL = =P A= V@AL L O((AL)?). (2.1.7)
Hence, in the limit that At — 0, we have that

(T2, ta|T, t1) = Ahtglo@z’ He’ﬁﬁ%te_%v(f)m\ﬁ). (2.1.8)
At

In order to evaluate the expression in (2.1.8), we need to insert a complete set of
states between each term in the product, the states being either position or momentum
eigenstates and normalized so that

/d?’l’ |f><f| =1 <fg|fl> = 53(52 — fl)
dgp**—l 0|1 = (27h)363 (5y — P,
W )P = (p2|p1) = (27R)°6° (P2 — p1)
(Z|p) = e P/h (2.1.9)

Inserting the position states first, we have that (2.1.8) is

(T, ta)T1, 1) = / 1] = [H (F(t+ At)|emmm A= VOAF(1) | (2.1.10)

t1<t<ta t1 <t<ts

where the first product is over each time between t; + At and t, — At and the second
product is over each time between t; and t; — At. We also have that Z(t;) = 7y and
Z(ty) = Z5. Note that for each time interval, we have a position variable that we integrate
over. You should think of the time variable in these integrals as a label for the different
X variables.

We now need to insert a complete set of momentum states at each time t. In partic-
ular, we have that

(Z(t + At)|e™ 2|7 Dte= 7 VDAL 74))

i

3 )
- / éfr—gﬁ@(t + Aty mT A (1) e 7V O

AP inde) 5 i FPAL V() A
— We P/ e~ 2mn P e h (2111)
T
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where Axz(t) = x(t + At) — 2(t). We can now do the gaussian integral in the last line in
(2.1.11), which after completing the square gives
At> |

(2.1.12)

" (i—f) V()

i = il 3/2 )
2t 4 Af)|e—mem PP AL~ V@A 2y ( m ) z
(3t + Al 5Pk D8z — (Y e (L

Strictly speaking, the integral in the last line of (2.1.11) is not a Gaussian, since the
coefficient in front of p? is imaginary. However, we can regulate this by assuming that
the coefficient has a small negative real part and then let this part go to zero after doing
the integral. Shortly we will give a more physical reason for this regularization. The last
term in (2.1.12) can be written as

= (%Z?Lm)g/? *Xp (% 5= Vi) At) = (QWZZAt)S/Z oxp (;EL (t)m> ’

(2.1.13)

where L(t) is the lagrangian of the particle evaluated at time ¢. Hence the complete
expression can be written as

o B m o \3N/2 . i
(X, to|T1,t1) = (271"ihAt> / H d’z(t) exp (ﬁ5’>

t1<t<to

m 3N/2 i
— D7 exp [ — 2.1.14
(mmz) / v P <h5) ’ (2.1.14)

where S is the action
to
S = / L(t)dt. (2.1.15)

N counts the number of time intervals in the path and DZ tells us to integrate over all
Z for every point in time ¢. Taking the limit N — oo leads to an infinite dimensional
integral, known as a functional integral. In this limit we see that the constant in front
of the expression diverges. It is standard practice to drop it since it is essentially a
normalization constant and can always be restored later.

The expression in (2.1.14) was first derived by Feynman and it gives a very intuitive
way of looking at quantum mechanics. What the expression is telling us is that to
compute the probability amplitude, we need to sum over all possible paths that the
particle can take in getting from Z; to @, weighted by e#¥. For this reason the functional
integral is also called a path integral.

It is natural to ask which path dominates the path integral. Since the argument of
the exponential is purely imaginary, we see that the path integral is a sum over phases.
In general, when integrating over the Z(t), the phase varies and the phases coming from
the different paths tend to cancel each other out. What is needed is a path where varying
to a nearby path gives no phase change. Then the phases add constructively and we are
left with a large contribution to the path integral from the path and its nearby neighbors.

24



8.323: QFT1 Lecture Notes — J. Minahan

Hence, we look for the path, given by a parameterization Z(t), such that Z(t;) = 74
and Z(ty) = 9, and such that the nearby paths have the same phase, or close to the
same phase. This means that if #(¢) is shifted to Z(t) + 02(¢), then the change to the
action is very small. To find this path, note that under the shift, to lowest order in 67,
the action changes by

f2 L L f2 L L
Y S T Y S Y DR
t1 a 81' t1 ax aIL’

Hence there would be no phase change to lowest order in dx if the term inside the square
brackets is zero. But of course, this is just the classical equation of motion. A generic
path has a phase change of order 6%, but the classical path has a phase change of order
(0F)2.

Next consider what happens as A — 0. Then a small change in the action can lead to
a big change in the phase. In fact, even a very small change in the action essentially wipes
out any contribution to the path integral. In this case, the classical path is essentially
the only contribution to the path integral. For nonzero h, while the classical path is the
dominant contributor to the path integral, the nonclassical paths also contribute, since
the phase is finite.

The path integral need not be used only for a transition from one position state to
another, we can also use it for other transition amplitudes. For example, the transition
amplitude (19, t2|t01,11) can be converted to the form above by inserting the complete
set of position states at t; and t,, where afterward one finds

(W, taliin, 1) = (th)gm/ T @) 63 (b)) (a(t)) exp <%s) (2.1.17)

t1<t<tg

2.1.2 The simple harmonic oscillator again

Let us now return to the one dimensional harmonic oscillator. We again write the
Lagrangian as

= 147 — Lw2g?. (2.1.18)

The path integral for the transition from the ground state at t = —T to the ground state
at t = +T is then?

Z = (0,4T0,~T)
— (2mi At / [T do) vi(e(D)o(é(=T)) exp <z / dt%éz(t)—%wécﬂt))

—T<t<+4+T

_ C/ H do(t) ef%woqb?(T) e*%wodﬂ(*T) exp ( /dt 2¢2( ) — %wg¢2(t>> :

—T<t<4+T
(2.1.19)

2R is back to h = 1.
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where we have incorporated all constants into one constant C, which will later drop out
of our computations. The integral in (2.1.19) has the form of an infinite number of
gaussians and hence is solvable. The gaussians are coupled because of the ¢? term, so
it is very helpful to choose new coordinates so that the argument of the exponent is
diagonalized.

1
But before doing this, let us make a remark about the wave-function factor e 2 (@ (M+8*-T))

Let us suppose that we have not yet taken the limit N — oo where N is the number of
time intervals. In this case, the path integral has the form

N
Z = C/qusj exp (—2¢; Mjrdr)) - (2.1.20)
j=1

Because all ¢, are indirectly coupled to ¢(£7") through the $? term, all eigenvalues of
M, will have a positive real part. Hence, the integral is well defined and is given by

Z = Cc(2m)N?(det M)~V (2.1.21)

where we have used that the determinant of a matrix is the product of its eigenvalues.
In the limit that N — oo, the eigenvalues continue to have a positive real part which
becomes vanishingly small, but continues to leave the integrals well defined. In the end
we can ignore the effects of the ground-state wave-functions, except to include a small
positive real part in the eigenvalues of M.

In the limit that At — 0, M becomes the differential operator i(9? — w?). The
determinant of this might seem a little obscure, so let us go back to the path integral in
(2.1.19) and Fourier transform to frequency space, where

ow) = /dt et o(t). (2.1.22)

Carrying out the Fourier transform (almost) diagonalizes M and the path integral be-
comes

z = C/D(E exp <¢/;l—°;§~(—w)( 2—w§+¢e)q~s(w)) : (2.1.23)

where the +i € term gives all eigenvalues a positive real part. In transforming the measure
Do to D% we used that Dg = det(At e*)D¢, where the determinant is for an infinite
dimensional matrix (in the limit where At — 0 and 7" — oo) where the columns are over
the t space and the rows are over the w space. The factor is independent of 5(@0) and so
can be absorbed into C. Note that ¢(—w) = ¢*(w) and that

2 27
d2 —b|z| —
/ =€ b’

if Reb > 0. Therefore, the path integral is given by the infinite product

. 1/2
Z = limC (M) . (2.1.24)

w? — wi + ie

The path integral has a strong similarity to a partition function in statistical mechanics,
so for this reason Z is often called a partition function.
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2.2 n-point correlators and Wick’s theorem

Our real interest is in the correlators, which will be of particular importance when we
consider interactions. We can generate correlators for any number of fields using source
terms.

Let us continue with our example of the simple harmonic oscillator. In this case the
n-point time-ordered correlator is given by

(To(0)b(t) ... B(ta)]) = 2 / Do &(1)6(ts) . . d(tr) exp ( / dt L9 (1) — §w§¢2<t>) |
(2.2.1)

where Z~! normalizes the expression. Notice that the path integral automatically time
orders the fields, since the path integral itself is constructed by time ordering the van-

ishing small segments. Using that ;;f’((;)) = 6(t —t'), we can then write (2.2.1) as

(2.2.2)

where Z(J) is given by

20 =¢ [Does—c [Doesp (i [ s - 3k~ 1060 + J000) )
(2.2.3)

and where we have included the i € term discussed in the previous section. Note that the
i€ arises in the limit where At — 0 but also T — oco. As long as € is not exactly zero,
then T is not exactly oo. Hence the correlators will be zero if ¢; < =T or ¢t; > +T and
so they are strictly speaking turned off in the distant past or distant future.

Z(J) can be evaluated by completing the square. Doing an integration by parts we
can rewrite Z(J) as

Z(J) = c/m exp (—i/dt%[cﬁ(t) — JM'()](0F +wi —i€)[o(t) — Mlj(t)}>

X exp (z’/dt LIM™HE) (0] + wh — z'e)MU(t)) : (2.2.4)
where
M™'o(t) = /dt’M—l(t, (), (2.2.5)
and where
(O +wd —ie) M (t,t') = 5(t — ). (2.2.6)
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Hence, M~'(t,#') = i Gp(t —t') where Gp(t —t') is the Feynman Green’s function (it has
the Feynman pole structure because of the i€ term). Shifting the integration variables,
O(t) = o(t) + JM~H(t), we get

Z(J) = C/D¢ exp <i/dt%¢2(t) — %wgng(t)) exp (—/dtdt’%J(t)GF(t—t’)J(t’)))
— Z(0) exp (— / dtdt’%J(t)Gﬂt—t’)J(t’)) | (2.2.7)

It is now very simple to find the correlator. Since we will be setting J(t) to zero
after taking the derivatives, it is clear that we cannot leave any J(t) terms outside of
the exponential. Hence, we always have to do the functional derivatives in pairs. The
n-point correlator will then be a sum over all inequivalent ways to make n/2 pairs. We
thus find,

n/2

Toet) o)) = 3 [[270 02|

pairs k=1 5‘] tf(k ) 5J(tJ(k)) J(#)=0
/2 n/2
= D 1 Grltiw —tsw) = > TI{T1 )o(ts)]) -
pairs k=1 pairs k=1

(2.2.8)

The {I(j),J(j)} represent the indices in the j™ pair. Thus, the n-point correlator can
be written as a sum over products of 2-point correlators. This reduction of correlators
is known as Wick’s theorem?®. The two fields that appear in a 2-point correlator are said
to be Wick contracted.

As an example, let us consider the 4-point correlator. Here there are three inequiva-
lent ways to make pairs, {{1,2},{3,4}}, {{1,3},{2,4}}, and {{1,4},{2,3}}. Hence the

correlator is

(T[o(t1)p(ta)p(t3)p(t3)]) = Gr(ti —t2)Gr(ts —ts) + Gty — t3)Gr(ta — ta)

+Gp(ty — ty)Gr(ty — t3) . (2.2.9)
For an n-point correlator the number of inequivalent pairs is
n/2 |
12 -1 = (2.2.10)
, 27/2(n /2)!
7=1

To close this section, note that the correlator is zero if n is odd. This is obvious
because there will be a left over J(t) when taking functional derivatives. But this can
also be understood by the symmetry in the theory. Note that £ is invariant under
the discrete transformation ¢(t) — —¢(t). Since the path integral’s functional integrand
integrates over all ¢(t), we have that Z(J) = Z(—J). Hence, an odd number of functional
derivatives on Z(J) at J(t) = 0 gives zero.

3 Actually, Wick’s theorem is a little stronger than what is stated here, but we don’t need the stronger
version. You can read more about this in Peskin.
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2.3 Path integrals for the scalar field

It is relatively straightforward to generalize the path integral for the simple harmonic
oscillator to the case of a free scalar field. If we Fourier transform the spatial part, so
that

o(k,t) = / Bz e F §(z) (2.3.1)

then the path integral for the vacuum to vacuum amplitude is that for an infinite number
of independent oscillators. Therefore, we define Z to be

Z = lim (0, +T0,-T) = lim (0le”*H|0), (2.3.2)
T—o0 T—o0

where

o= / Pk, / (;l:;g% (F) (abag + agal) (2.3.3)

If we think of all values of k as the limit of a discrete set, where each component of k is
separated by Ak from its neighbor, then we can write Z as (dropping overall constants)

Z = lim [[(0] —2'T<M)3 0) = li z. (2.3.4)
v - 5P ! (2m)3 Allcmo ' o
i

If we now take k # 0 and consider the product Z;Z i, we find using our results from a
single harmonic oscillator (actually 2 harmonic oscillators)

(Ak-)3 Nﬂ 7.2 m2 e Y .
= [ DD e (G0 [ g0 ) - GO+ m — 1550
(2.3.5)

Hence, the full path integral is

N[ =

2 = [(TI% ) e (i [ s [athGe0 0~ §30F 02— 1003 50))
(2.3.6)

Finally we fourier transform back to position space. The functional measure in momen-
tum space is related to the functional measure in position space by

lim []Dd; = lim det((Aa)? e * ) [[Po(a) . (2.3.7)

Ak—0 4 -
k

where the determinant is of an infinite dimensional matrix where the rows are the different
k and the columns are the different ¥ and the matrix element for “row” k and column
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7 is (Az)® e "*¥. The determinant is then some constant that is independent of ¢(z).
Dropping overall constants, we then find

oo (i [ atatoowmrow) - ot - ioeo)
:/mez‘fd‘*zﬁ(x)’ (2.3.8)

where now the functional integral signifies that we integrate over ¢(z) for every space-
time point z*.
We put in the source terms in the same way as we did before, namely

= [ Do (i [ ate a0 ote) - §on - i062(0) + Sahole) ) . (239)

We can again evaluate Z(J) by completing the square,

Z(J) = C/D¢ exp (—i/d‘*a;g[qs(x) — IM N 2)] (0% +m* —i€)[8(2) —M—lj(x)})

X exp <z / d*z L M~ (2) (0" + m® — ie)MlJ(x)) : (2.3.10)
where now
M1 J(z) = / dy M (2, 9)J () (2.3.11)
and
(> +m? —ie)M Y, y) =6z —y). (2.3.12)
Thus, M~ (z,y) = i Gr(z — y) and Z(J) can be written as
Z(J) = Z(0)exp (— / d*zd'y 3 J(2)Gp(z — y)J(y)) : (2.3.13)
Correlators work the same way as for the single oscillator, namely
(Tisen)oten) - otenl) = 2 [[ - mej) 20)| . (2:3.14)

where now we use that Ex; = §*(x —y). Happily, there is no change to the structure of

Wick’s theorem either:
n/2

) —i§
Tlote)ofe) o) = 3 127005500 e 200)

J(t)=0

pairs k=1
n/2 n/2
= Y [[Grw —zsm) = D> [[T6(@10)é(xsm)) -
pairs k=1 pairs k=1

(2.3.15)
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Chapter 3

Scalar Perturbation theory

3.1 Introduction

Up to now we have been considering the quantum field theory for a free scalar particle.
But this is rather boring, and besides in the real world particles do interact with each
other. In the next few lectures we will describe one particular interacting scalar field
theory, which goes under the name of ¢* theory (“phi fourth theory”).

For our interacting theory we will include an extra term in the Lagrangian density,

Li(r) =~ A6 (a) (3.1.1)
The parameter A is set by hand and is called the coupling. The factor of % is for later
convenience. The interaction term shifts the Hamiltonian density by H (z) = 4+ A ¢*,
hence the energy is bounded from below for positive A. The interaction term is local,
meaning that all four fields are evaluated at the same space-time point z*. The locality
is necessary to keep the time ordering superfluous when there is spacelike separation,
(r —y)? < 0. If it were nonlocal then in general

[Lr(x), Li(y)] #0  if (x—y)? <O0. (3.1.2)

An example of a nonlocal but Lorentz invariant interaction term is

L(r) = 5 F)P(), (313
where ¢2(z) is defined as
Plo)= 5 [ dola)Gr(e — 1)), (319

and where Gr(z — y) is the free Feynman propagator.

In 3+ 1 dimensions the dimension of ¢(x) is 1. Since £; has dimension 4, this means
that A has dimension 0. Theories with dimensionless couplings are called renormalizable
for reasons to be explained later in the course.
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3.2 Perturbation theory for the simple harmonic os-
cillator

3.2.1 Feynman diagrams

As we have done previously, it is useful to set the stage by considering the analogous the-
ory for the simple harmonic oscillator. Since the harmonic oscillator can be understood
as a 0 4+ 1 dimensional scalar field theory, we will replace the frequency wy with mg to
put it in the form of a particle mass. The interaction term we add to the Lagrangian is

Lilt) =~ A1), (3.2.1)

and so the Hamiltonian has the extra term H; =  A¢*(t). With this extra term, the
harmonic oscillator becomes the anharmonic oscillator which cannot be solved analyt-
ically. However, if X\ is small then one can get a good approximation to the solutions
using perturbation theory. Recall that ¢(¢) has dimension —1/2; while L; has to have
dimension 1. Hence A has dimension 3. Thus, when we say that A is small, it means small
compared to some dimension 3 scale in the theory. The only such available quantity is
m$, thus we assume A << mj.

Our main interest will be the correlators in the presence of the interaction term.
Hence the normalized n-point time-ordered correlator is

(T[¢(t1)¢<((t)’2())>~-¢<tn)]> ) ! 5}22) Z(‘])‘J , (3.2.2)

=0

7=1

where now
Z(J) = C/ng exp (i/dt (% G2 (t) — mi @ (t) — LA (1) + J(t)¢>(t))) . (3.2.3)

The vacuum state |0) is understood to be that of the interacting theory. Alas, with the
interaction term Z(.J) is non-Gaussian and cannot be solved exactly. Our strategy will
be to find Z(J) perturbatively, by expanding about A = 0. Hence, we have

Z(J) = c/m nf;% (—%A)nlj/dtj¢4(tj)exp (z’/dt (%éz(t)—%mg ¢2(t)+J(t)¢(t))) .
(3.2.4)

Thus, the perturbative expansion of Z(J) can be written as a sum over correlators for
the free theory. Each insertion of a [ dt¢*(t) term we will call a vertex.

Let us start by evaluating the expansion for Z(0), which we will need anyhow since

it appears in (3.2.2). Here we find
1

Z(0) = (1) ree — IA/czt<qﬁ4(t)>fme+ %(@)2 AZ/dtldtg<T[¢4(t1)¢4(t2)}>free+..(3.2.5)
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We then use Wick’s theorem to evaluate each term in the sum. Notice that the interaction
terms automatically come out time ordered. In fact, we see that we can write Z(0) as

Z(0) = (T[S #LrO]y ., | (3.2.6)
and the full n-point correlator as

(T[o(t)d(ts) - d(ta)]) _ (T[d(t) ... S(ta)e'] 1 0]) e
(00) (TletS 4L e ’

(3.2.7)

where everything is evaluated using the free theory.
Assuming that we choose an overall constant so that (1)ge = 1, and we further let ¢
run from —7'/2 to T'/2, we then have that the term with one vertex is
_ 4 i3 2
Vi= T A dt(D" (1)) free = 0 AGp(0)* [ dt = —

)
32m3

AT, (3.2.8)

which diverges as 7" — oco. We used here that Gr(0) = ﬁ and that there are three
inequivalent choice of pairs.

The next term in the sum, which has two vertices, is itself made up of three types
of terms. The first type has all Wick contractions between ¢’s in the same vertex. The
next type has two of the ¢ fields within each vertex contracted together and the other
two fields contracted with the leftover fields in the other vertex. Finally, the third type
has all four fields in a vertex Wick contracted with a field in the other vertex.

The first type of term is Vo, = %(Vl)z. The second type is

1/6\°
‘/22 = —5 (I) 2)\2 (GF(O))2/dt1dt2 (Gp(tl - tg))2
1/6)\° 1 . 1 2 2T i
_ __ 2 2)\2 dTd —2imo || — )\2 — )\QT
2 (4!) (2mo)? / e 12mo)2) " 2ime  256mj

(3.2.9)

Here, there is a factor of 6 for each vertex for the number of ways of choosing two fields
to Wick contract. There is an additional factor of 2 for the different ways of pairing the
leftover fields from the first vertex with the leftover fields from the second. The third
type of term is

1/1\?
‘/273 = —5 <E) 4' )\2/dt1dt2 (Gp(tl—t2)>4
1 1 . 1 1 27 i
- X dtydtyetimoltitel — )2 = N'T
48 (2m0)4/ 1te 48" (2mo)idimg  6-256m3
(3.2.10)
We can then write
A 7\2

Z(0) = exp(Vi+Vao+Va3) = exp <—i [ ] T) + 0N\, (3.2.11)

32m3 1536 m]
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The term inside the square brackets is the correction to the ground-state energy to second
order in perturbation theory. This should be expected, since Z(0) = (0,7/2]0, —=T/2) =
(0]e~™T]0) up to an overall constant. The constant was chosen to cancel out the part
from the unperturbed Hamiltonian, thus we are left with Z(0) = e **#7 where AFE is
the correction to the ground-state energy.

Let’s now repeat what we have just done using some pictures, called Feynman dia-
grams. A Feynman diagram is made from a set of building blocks. Each building block
has an associated Feynman rule and the Feynman diagrams have a set of rules that
one follows called Feynman rules. Each Wick contraction joins two fields, resulting in a
propagator. We will use as a symbol of this propagator a straight line with a dot and
the relevant time coordinate at each end:

tl.—. t2 = GF(tl—tQ) , (3212)

where Gp(t; —t3) is the rule associated with this symbol. For a vertex the symbol and

associated rule are
>< — i\ /dt (3.2.13)

The factor of % does not appear in (3.2.13) because we are assuming that there are four
other fields that will attach to the vertex and there are 4! ways for choosing how these
four fields pair up with the four fields that make up the vertex.

The Feynman diagram for V; is then

IS OF (3.2.14)

with two “ears” attached to a vertex. This is an example of a “vacuum bubble” diagram.
Using the rules as stated so far it seems it should be equal to

? T
Vi=—i )\W . (3.2.15)
But this is 8 times larger than what was computed in (3.2.8) because we overcounted.
The Feynman rule for the vertex assumed that there were 24 ways to make pairs, but as
we argued earlier there are only 3.

However, we can fix this by taking into account symmetry factors. To see how this
works, let us take four objects and order them. There are of course 4! inequivalent ways
of doing this. Let us further say that the first object is paired with the second and the
third with the fourth. However, exchanging 1 with 2 gives the same pairing, so if we are
only counting distinct pairs we should divide by a factor of 2. Likewise, we should divide
by a factor of 2 for the exchange of 3 with 4. Finally, the pairing is invariant under the
exchange of (1,2) with (3,4), leading us to divide by a further factor of 2. The complete
symmetry factor is then S =2 x 2 x 2 = 8. Hence, for every diagram we should include
an additional rule:
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Additional Feynman rule: Divide by the symmetry factor.

In the case of Vi, we then find (3.2.8). In general, for a propagator that starts and
ends at the same vertex there is a symmetry factor of 2. Furthermore, if there are n
propagators running between the same two vertices then there is a factor of n!. There
is also a symmetry factor of 2 for invariance under a reflection and n for an invariance
under a rotation of of 2w /n. There is also a factor of n! if a diagram is unchanged under
a permutation of n identical subdiagrams.

For the terms that are second order terms in A, the three different vacuum bubble
diagrams are

Vop =

OO
OO
@ . (3.2.16)

The symmetry factor for V5 is 2 multiplied by the symmetry factors already present in
the two V) terms. The symmetry factor for V55 is 2 X 2 X 2 x 2 = 16, where there is a
factor of 2 for each “ear”, another factor of 2 for the two propagators running between
the two vertices and a final factor of 2 for the reflection symmetry (which is the same as
rotation by 27/n so there is no additional factor of 2 for this). Finally, the symmetry
factor for Va3 is 4! x 2 = 48, where the factor of 4! comes from the symmetry of the 4
propagators and the factor of 2 for the reflection symmetry.

The diagram for V5; has an obvious difference from the V5, and V5 3 diagrams. The
first diagram is disconnected, meaning that there are two or more parts which are not
connected to each other by at least one propagator. The latter two diagrams are called
connected. It follows from (3.2.11) that

log Z(0) = Vi + Voo + Vaz + O(\?). (3.2.17)
Notice that the terms in the sum are connected diagrams. In fact this carries out to all

orders in A\, namely

[e.o]

log Z(0) = > V;. (3.2.18)

where V; is the j™ connected vacuum bubble under some ordering scheme. Eq. (3.2.18)
is straightforward to verify. Suppose we consider one of the diagrams in Z(0), which has
Ni copies of V;, Ny copies of Vy, ete.(we are assuming that only a finite number of the
Nj are nonzero). Let us label this diagram as \A/Nh No.... According to the Feynman rules,
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we have that

i (3.2.19)

The different disconnected diagrams are distinguished by the N;. Therefore, the sum
over all diagrams is

Z(0) = Z VaoNs. HZN' J—Hexp —exp<zv> 3.2.20)

Ni,Na---=0 j=1 N;=0

thus (3.2.18) holds.

3.2.2 2-point correlators for the perturbed harmonic oscillator

Let us now consider the 2-point correlator for the anharmonic oscillator. We will compute
this by explicitly inserting two fields into the path integral, hence the correlator is

Tlo(t)o(e) =
[rosttnee >+ (-3 Il [ [ ot Do (i [ e (3620) - s )
= (TT0()0t s — 32X [ ATIO(0) O e+

by e A [ A T 6016 ()0 6 e+ (3221)
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The sum over diagrams would then look like

OO

(T[p(t1)P(t2)]) = t1 o———@ lot tye——— 1y + 1 ta

SO e oS

+ t1o—————eily - t10———o s + 10— {5 +

+t1ﬂ‘t2+ tli t2—|— tl.—@—‘t2+
= th—.tQ—{—tl.&CtQ—FtloﬂQtQ—Ftlitg—}—

X 1+OQ+QO+©O©+©+... (3.2.22)
= | tjo—o t, + tl.—o—.t2+ tlo—O—O—.thr tlo—8—ot2+... x Z(0).

Therefore, the normalized propagator is

(Tp(t)¢(t2)])
(0]0)

:tl.—. t2+ tl.iOtg—f— tlﬂtz—‘— tl&tg

where all vacuum bubbles have divided out. From now on, we will assume that the
n-point functions are the normalized ones.
Let us now start computing the terms in (3.2.23). The first term is the usual free
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propagator, Gr(t; —t2). The second term, according to the Feynman rules is

1 1 . ,
tl._Q_. ty = (=) / dt ——— e~ moltitl=imolt—t] (3.2.24)

(2m0)

where the factor of % comes from the symmetry factor of having a propagator’s two
ends attached to the same vertex. Note that there is no symmetry factor for reflection
because the ends of the diagram are attached to fields at different times. The integral is
straightforward and yields

g ) —1i\ ‘
tl t2 = 8_7’)’L(2) <|t1—t2| - EO) GF(tl—tg) (3225)

We could keep going on, but at this point it is much more instructive, and easier, to
switch over to frequency space. We will first need to rederive the Feynman rules. We
have previously seen that

. ) 7 ~
/dtldtQ elmltﬁ“bw2t2GF<t1—t2> — 277-5(&)1 +W2)m - 271-(5((,{)1 _'_WQ) G(U]l) .
(3.2.26)
We will use the following symbol for the propagator in frequency space
7
= (3.2.27)

w = w2—mi+ie’

where the arrow shows the direction that w is running. The d-function in (3.2.26) ensures
that the energy w entering the propagator on the left equals the energy exiting on the
right.

For the vertex, we Fourier transform to find

i faee = 2 faf ( dw]) giterbonteront 30 3wn)(ws)d(wn)

— _4_Z'>\ (H %) 210 (w1 +watws+ws) P(wr)P(wa)d(ws)P(wy) -
j (3.2.28)

The §-function ensures energy conservation at the vertex. There is no change in the
combinatiorics, so the rule we use is then

w1 Wy
= (—Z /\) 27T5(CL)1 “+wso+ws +W4)

Wa w3

38



8.323: QFT1 Lecture Notes — J. Minahan

where the labels show the energy going into the vertex. We will keep the external fields
in coordinate space, so using

dw .~
o(t) = / & et g(w) (3.2.29)
27
we include the additional rule
t e—— =, (3.2.30)
w =

We then integrate over all energies that are left undetermined by the J-functions and
divide by an symmetry factors to arrive at the result.

Going back to the diagram in (3.2.24) and applying the frequency space Feynman
rules we find

g 2 dw ity —t) i [—i\ [ dw' i i
h b= or © w2 —mi+ie| 2 21 w2 —m2 +ie| w?—m2+ie
0 i 0 0
/ AW ioitr—t) i [—iN  (2mi)i i
= | —e
2 w2—m+ie | 2 (2m)(—2mg)| w? —md+ic
dw _, 1 [—i\ )
_ [ i 3.2.31
/27T6 w? — md + ic _4m0} w? —mg + i€’ ( )

where the integral over w’ was done by closing the contour in the upper half plane, which
circles the pole at w' = —mg + ie and which has residue —ﬁ.

The diagram in (3.2.31) is an example of a one-loop diagram. Because of this loop
there is one-more undetermined frequency than in t;e——e t5. A loop is a path of prop-
agators that starts and stops at the same vertex, perhaps going through other vertices
along the loop. Suppose we have a set of frequencies in our diagram that satisfy the
conservation rules at every vertex. If we then add some frequency into the loop, the
frequency conservation still holds since if a loop enters a vertex it must also exit it. This
can be applied to every independent loop (some loops are equivalent to the sum of two
or more loops.). Hence, for every loop there is an undetermined frequency that must be
integrated over.

There are infinitely many Feynman diagrams for the two-point function. However, we
can sum up a large class of these diagrams, leaving a subclass of diagrams to compute,
albeit still an infinite number. This is particularly easy to do in frequency space. Let us
define a class of diagrams called “one particle irreducible” (1PI). A 1PI diagram is any
connected diagram that stays connected after any internal propagator in the diagram is
cut. An internal propagator is one that is not connected to the external fields in the
correlator (the ¢(t1) and ¢(t3) in the case of the 2-point correlator.) Thus, the first,
second, fourth and fifth diagrams in the sum in (3.2.23) are 1PI, while the third diagram
is not.

We next consider the truncated 1PI diagrams, where all external propagators are
lopped off. This is accomplished by dividing by a propagator for every endpoint. A
truncated diagram is distinguished from a nontruncated one in that the truncated di-
agram has no dots on its ends. Note that by truncating the propagator e———e we

39



8.323: QFT1 Lecture Notes — J. Minahan

end up with (——— )" = —i(w® — m2 + i¢), which is the inverse propagator since we

divided by two propagators, one for each end-point.
If we now define the bare self energy 3p(w) in terms of the sum over all truncated
1PI diagrams for the two-point function which include at least one vertex,

—iY(w) = Q +i+—@—+---~@7,

(3.2.32)

then the complete nontruncated propagator, which we call Gé2) (w), ist

G(()2)(w) = o— —i—o—@—o —1—0—@—@—0

w? —m32 + i€ w2 ma —i—ze w? —mi —Yg(w) + i€’

. (3.2.33)

Looking back at (3.2.31), we see that the one-loop contribution to —iXg(w) is

p , . p
_Q oy ! _ i (3.2.34)

2 27 w'? — m% +ie  4dmyg

Thus, we see that the one-loop contribution shifts the position of the poles in the
propagator, with the new poles at w? = m2+ ﬁ —ie. Thinking of the harmonic oscillator
as a 0 + 1 dimensional scalar field theory with the mass-shell condition w? = m?, this
shift in the pole positions corresponds to a shift in the particle mass to m = mg + #
to leading order in A\. my, the mass that appears in the Lagrangian is called the bare
mass. The new mass m is called the physical mass and would be the measured mass in
an experiment.

Let us now show how this shift in the mass is related to one of the most basic results
taught in a first semester course in quantum mechanics. In 0 + 1 dimensions the single
particle state is the first excited state of the harmonic oscillator. Hence the mass should
equal the energy difference between the first excited state and the ground-state, and the
mass-shift is the perturbative correction to this difference. We already showed that the
first order correction to the ground—state energy is AEy = 32 Tm For the first excited state

32 S Hence, the shift in the particle’s mass is AE; —AFEy =
mg
The next diagram in (3.2.32) gives a second order correction to the pole posmon.

the correction is AE, =

!The superscript (2) is for a 2-point function. The the subscript 0 signifies the “bare” propagator
where no countertems are included. The concept of a counterterm will be more fully explained later.
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Instead of doing this diagram (we save it for an exercise), Here is how to do the exercise:

8 _(=iN)? [ dwn dw2< i )2 i

22 2 2 \wi—m§+ie) wi—mf+ie

O (=iN? 1 [ dwy dw i ’
2-2 2mgp ) 27 21 \wi—md+ie

(—iN? 1 —2i X
= z = , 3.2.35
2:2 2mo8mi  32mg’ ( )

let us move on to the third one, called the sunset diagram. Here we find that

1 N2 dwl dCUQ 1 1 )
_@_:_(_M) 2 9 2 9 N2 2
w— 6 27 21 wi — m§ +iews — mg + i€ (wW—wy —ws)? — mg + i€

(3.2.36)

where the factor of % is the symmetry factor. Notice that there are two integrations
since we have a 2-loop graph. There are three propagators in the loops, where the
energy through the third is determined from the other two by energy conservation in the
vertices. Doing the integral over w; first, we find after closing off the contour in the lower
half-plane that the contour encircles two poles at w; = mqg — i€ and w — wy + My — i€ and
the resulting integral is

1 N2 2 dCUQ 1 )
_@_ = (=) 2 2 1 e o2 2 4 g
w—r 6 2mg J 27 (wa—w)? — (2mg)? +iews — m§ + i€

Closing off the wy contour in the lower half plane we encircle two poles at wy = my — i€
and wy = w—2mg — ie. We then find

- A i
w— © 8mg w? — (3myg)? +ie

(3.2.37)

(3.2.38)
Combining all contributions up to O(A\?), for w? ~ m2, we have that
w=—mi -3 (w)zuﬂ_mQ—L—AmQ + ax + AN (w? —m3), (3.2.39)
o0 O 4m? ® T 6dmi " 512mg 0 e

where Am2, is the contribution from j— , which is of order A?. Hence, up to second

order in A we have that

) 14
= 3.2.40
w2 —md —g(w)  w?—md—Am?’ ( )
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where

)\2
512m

Z=1+4+6;=1- +0(\?). (3.2.41)

and where §; = %Eo(wﬂwz:mg.
The factor of Z is called the “(on-shell) wave-function renormalization” for ¢. To see
where it comes from, let us go back to the free theory case. Here we have that

—_

$(0)]0)free = a']0) free - (3.2.42)
2m0
If we define the free n-particle state as
m)aee = Y20 (410} (3:2.43)
N)free = l a free » e

then [(n]¢(0)]0)fec|> = 0,1, that is ¢(0) creates a one-particle state. In the interacting
theory we assume that there are still n-particle states, normalized to be (n|m) = 2m,, 0.,
but the total mass no longer satisfies m,, = nmg, while the inner products have the more
general form |(n|$(0)|0)|* = Z,. For either the free or the interacting case we can write
the propagator as

TWIO) = SO Mo (o]0 ¢>0,

n

_ Z(O|¢(O)|n>2:n (e o(0)e 0y t<0  (3.2.44)

n
n

where we have inserted a complete set of states. In the free case we have that m,, = nmy
and [(0]|¢(0)|n)? = 6,1 so we get the usual Feynman propagator. In the interacting case,
the frequency transform of the propagator is

. Z . 17
1wt n —tmnp|t| n
J e e R Dl (3.2.43)

The Z we have found is Z; in this expression, and we now see that it is related to the
probability for ¢(0) to create a one particle state out of the vacuum. One can choose to
get rid of the Z factor by defining a renormalized field ¢z(t) = Z~Y/2¢(t), in which case
the residue at the one particle pole is the same as in the free case. This is the strategy
we will use in 3 + 1 dimensions.

According to our logic there should be other poles, which we now demonstrate. The
poles will occur for the values of w where w? — m2 — Sg(w) = 0. If w? ~ (3mg)?, then
the propagator is approximately

i i(w? — (3mg)?)

~

w2 —mf —So(w)  8mi(w? — (3mo)?) — A2/(8mg) ’

(3.2.46)
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which has a pole? at w? = (3mg)? + ﬁ;; and a residue Z3 = =3 STamg The probability Ps
0

to create the three particle state out of the vacuum with ¢(0) is then
Z3/(2m3) . Zg B /\2
S Z,/(2my,) 3 1536 md’

where we used that Z; =~ 1 and that m,, = nmg. Note that it is crucial that the residue
of the pole be positive in order to have a positive probability.

Py = (3.2.47)

3.3 2-point correlators for the interacting scalar field
theory

3.3.1 Similarities and differences with the anharmonic oscilla-
tor

In the 3+ 1 dimensional field theory much of the procedure is the same as the 0+ 1 field
theory. In particular, the correlator is

()o(W)]) =

/ D¢ $(w)e(y) :O n— (—éA)nf[ / d'zjo'(t exp( / d'a’ (3 0u00"9(a) = %m2¢2<x’>)>

— (TN ie — ;1 [ € (T0()0(0) 6@ +

;((4l)> A° / d*zyd 2y (T[o(2)d(y) " (1) (4h)] tree + - - -

= (T[p(x)p(y)ed T=F1E )

We can still use Wick’s theorem, so that diagramatically (T'[¢(x)¢(y)]) is given by (3.2.22)
and the normalized propagator is given by (3.2.23), with the ¢; and ¢; in the diagrams
replaced by x and y respectively. The Feynman rules are also very similar with

1

ko k2 —m2+ie’
ki ks
N\ e
= (=i ) (2m)* 0% (ky + ko + k3 + ky) (3.3.2)
/! N
ks ky
T e — 6—ik~a: ’
k —

and with the same rules about symmetry factors. We also have that every loop comes

with an integration over the 4-momentum through the loop, with measure factor %.

2The pole position is not precisely at this point to this order in A because we have dropped some
terms which are unimportant for computing the residue, which is our main concern here.
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.

C

Figure 3.1: Wick rotation of the integral over £° along the real axis to the imaginary axis. The
closed contour C' circles no poles and hence gives 0.

Furthermore, the bare self-energy® ¥o(k?) satisfies the same diagrammatic equation as
in (3.2.32).

But not everything is a straightforward generalization of the simple harmonic os-
cillator because of the infinite degrees of freedom. Let us first consider the order A
contribution to Xo(k?) coming from the single bubble diagram. Now we have that

_Q :_M/ dit ! (3.3.3)

2 (2m)% 02 —m? + i€’

where /# is the 4-momentum running through the loop. To do this integral, we first
examine the integral over ¢°. Here, the integral is well defined for fixed Z, with a pole
below the real axis for positive £° and one above the real axis for negative /°. Since the
integrand falls off as 1/(¢°)? for large (°, we can do what is called a Wick (or Euclidean)
rotation. Namely, we note that we can rotate the integration axis counterclockwise
without changing the value of the integral as long as no poles are crossed (see figure 1).
The point is that the closed contour C' encircles no poles so its integral is 0. C' contains
an integral along the real axis, integrations at oo which give no contribution since the
integrand falls off fast enough, and another contribution from the rotated axis. But this
last integration is running backward, so from this we see that the integration running

3By Lorentz invariance the self-energy and propagators can only depend on k2, so we will write their
arguments as such.
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forward gives the same result as that from the real axis. However, if the rotation had
crossed a pole, then our integral over C' would be nonzero.
Hence, after the Wick rotation, we can replace ° with i /° and the integral becomes

Q :_M/ G (3.3.4)

2 (2m)4 02+ m?

where now the integral is over 4-dimensional flat Euclidean space and which has a length
squared (? = (3 + (2 + (3 + (3. The i€ has been dropped because the integral no longer
passes near a pole?.

We can convert the integral in (3.3.4) to an integral over spherical coordinates, where
here the sphere is the 3-sphere S®. The integrand has no angular dependence, so it

becomes
—iA Q Bl
Q- 3/ (3.3.5)
0

2 (2m)* 2+ m?’

where (23 is the volume of the unit 3-sphere. The volume of an n-dimensional unit sphere
can be found using the following trick:

> Q, [ 1
/d"“x e = g +D/2 = Qn/ 2'dr e = 7/ D2 = iﬁnF((n +1)/2).
0 0

(3.3.6)
Thus,
27T(n+1)/2
0, =7 3.3.7
I'((n+1)/2) ( )
and so 3 = ﬁ(’r;) = 272, The integral is now

—iA [ 03

This integral is obviously divergent. To remove the divergence we have to regularize (also
called requlate) the integral.

The divergence arises because any scalar field with a particular momentum 5(/{) can
couple to any other field with an arbitrarily high momentum. One way to regularize the
integral is to assume that there is an upper value for the momentum of these other fields.
Perhaps it is because the scalar field theory needs to be replaced with another theory
when the momenta get arbitrarily large. Maybe it is because the theory is really on a
lattice with very small spacing, which limits the momentum (but also breaks Lorentz
invariance and locality). Whatever. For our purposes, we will assume that the integral
over ¢ stops at some high value A. Presumably the value of A is much bigger than k, the

4Some books, (e.g. Peskin) put a subscript on the momentum, £z to signify it is Euclidean. However,
whether it is Euclidean or not is usually evident from the sign in front of m?, so we will neglect this
little nicety.
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momentum running through the propagator, as well as m. Such a limit on the integral
is called an ultraviolet (UV) cut-off, since it cuts off the integral at high momentum.
Inserting the cut-off we then get

—ix [ & —i\ A% +m?
_ d — AQ _ 21
1672 /0 Lrim T s ( e T e )
—i) A2
~ 32;2 (A2 — m?log ﬁ) , (3.3.9)

where in the last line we have assumed that A >> m. Hence, the correction to m? in

the propagator is

Am? = A A? —m?log A—2 (3.3.10)
3272 m2 )’

so even if A\ << 1 there can be a big positive shift® in m?.

Even though it looks like we can have a big correction, let us assume that the cor-
rection is small so that perturbation theory is valid. It is common practice to express
all physical quantities like scattering amplitudes etc., in terms of the physical masses of
the particles, that is the positions of the poles, and not in terms of the “bare masses”,
the mass terms that appear in the Lagrangian. To this end, we will assume that m? is
the position of the pole. This means that we have to include terms in the Lagrangian
to cancel off the Am? terms from the self-energy. Such terms are called counterterms.
In fact, we will also include counterterms to keep the residue of the poles unity. To this
end, we include another type of Feynman diagram, called a counterterm diagram®

—— =i (07(k* —m?) — b,2) (3.3.11)

—iN(k*) = —lJr M— + ... (3.3.12)

We have dropped the 0 subscript on X (k?) to indicate this is the physical self-energy.
The wave-function counterterm is 6, = 525 (k?)| w220 and as you can see from (3.3.11)
and (3.3.12), cancels off the correction to the (k* —m?) term in Xy(k?). Given X(k?),

the physical propagator is

so that

!

GO (k?) = : 3.3.13
R ] (3.3.13)
To one-loop order the other counterterm is given by
A 9 9 A?
Opm2 = ~35,3 (A —m~log ol 07=0. (3.3.14)

5Tt turns out, so far anyway, there are no observed fundamental scalars in nature (the Higgs particle
which is presently being searched for at the LHC is believed to be a fundamental scalar). By fundamental
we mean a scalar particle not composed of other particles. One possible reason for a lack of fundamental
scalars is that the quantum corrections coming from their self interactions push their masses to a very
high value, making them unobservable in present day accelerators.

SNote that Peskin defines the counter terms slightly differently.
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At higher loops the counterterm diagram will incorporate all corrections so that the
physical pole stays at m? and with the proper residue. The counterterms also need to
be included in all sub diagrams, so for example to two loop order the diagrams that
contribute to the self-energy are

—ix(k?) = O +

k-
=
¢

(3.3.15)

where the counterterm in the second diagram includes terms up to order A%, while the
counterterm in the fourth diagram only needs terms to order A\. The question mark is one
more counterterm diagram, but more about that one in the final section of this chapter.

3.3.2 Dimensional regularization

It turns out there is a better way to regularize divergences, which will be particular
effective when we consider gauge theories. This is called dimensional regularization. In
the case of 0+ 1 scalar field theory we found that the one-loop correction is finite, while
for 3+ 1 it is divergent. Let us now suppose that the number of space-time dimensions
D can be varied. In fact, let us suppose that it can be varied continuously. This may
seem crazy, because what does it mean to have a noninteger dimension? But really, we
are only assuming a continuous dimension when it comes to doing the loop integrals.
The D dimensional generalization of the Euclidean one-loop diagram is then

_Q _M“4_D/(M ! (3.3.16)

2 2m)P 02 +m?

We have replaced A\ with A p*~P where p has dimensions of mass so that \ stays di-
mensionless in any dimension. The parameter p is unphysical and at the end of the day
should drop out of all physical quantities.

We can do the integral in (3.3.16) using the following trick:

gz _ —i)\ﬂ4_D /OO dp/ de e*P(EQer?) _ _Z‘)\MZL_D /OO dppr/2€*Pm2
2 0 (2m)P 2(4m)P/2 J,

—i\ ,u4_D mD—2 00 b B
= d 1277 3.3.17
ETEE /0 2z e ( )

The integral is clearly finite if D < 2. It is logarithmically divergent if D = 2 and power
law divergent for D > 2. However, the integral is the I-function I'(1 — D/2) if D < 2
and this can be analytically continued to values of D > 2. Hence, we will set

Q AP mP2T(1 - D/2)

L (3.3.18)
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The I'-function has poles at 0 and the negative integers and so our analytically continued

result is divergent if D is a positive even integer. Therefore the 341 result is still divergent

and needs to be regularized. The regularization procedure we will use is dimensional

regularization where we assume that D = 4 — 2¢ with” ¢ << 1. In this case we see that
ixm? (1 m?

~ 2(4m)2 (g +1—vp + log(4m) — log 7) +0(e), (3.3.19)

where vp ~ 0.5772 is the Euler-Mascheroni constant. In this expansion we used that

2
(25 M2 = ef gt logm? 2 (1 —elog m_2> + O(e?) . (3.3.20)
I

! means, let us consider a different integral, namely

d*¢ 1
/ (2m)4 (£2 4+ m2)?’ (3.3.21)

which is still divergent, but less so than the one in (3.3.4). If we do the integral using
the cutoff A then we get

d*( 1 1 A% +m? m? 1 A?
- log — ™ 1~ ~ —log — (3.3.22
/ 2m) (2 +m2)2 1672 ( R m2) T2 108 2 +(3:3:22)

To see what the divergent £~

Using dimensional regularization with the scale factor p*~* included to keep the dimen-
sion of the integral fixed, we find

e 1 x d%C ey i PmP
4-D _ 4D dp | ——e P+ = 1(2-D/2
M /(27T>D (£2+m2)2 H /0 p P/ (27_[_)[)6 (47T)D/2 ( / )
1 (1 2

7
= 6.2 (g — g + log(4m) + log ﬁ) +0(e). (3.3.23)

Comparing terms we see that ¢! ~ log 2—3 Using this in (3.3.19), we discover that
dimensional regularization gives us the second term in (3.3.9) but helpfully gets rid of
the more divergent term.

The two different regularizations give us different answers for the one-loop mass-shift,
which begs the question: which is the correct procedure? The answer is that they both are
correct. This is because for each result we must put in a counterterm to cancel the shift
so that the pole is at the physical mass. Different mass-shift, different counterterm, same
physical pole. However, the regularization procedure we choose should not do untoward
harm to our theory. Scalar field theory is rather resilient so either procedure is fine. Later
on in the course when we discuss QED we will see that the regularization procedure must
preserve gauge invariance in order to avoid unphysical states. Dimensional regularization
does an admirable job in this regard.

"We will use the script epsilon symbol € when varying dimensions as opposed to the ordinary epsilon
€ which appears in the i e of the propagator.
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3.3.3 The sunset diagram and the interpretation of its cuts

We next turn to the two-loop self-energy coming from the sunset diagram

—Z)\ d4€1 d4£2 ) 1 1
- / )t 2m)* 2 —m2+ieli—m?+ie (k—l—0ly)2 —m>+ie

(3.3.24)

The more loops a diagram has the more complicated the calculation, and unfortunately,
two loops is already horrific. In any case let’s do it anyway.

One can Wick rotate the integrations over £ and £3 if we also assume that k? is not
too big (we will see what too big means later). Afterward, we can analytically continue
to bigger values. We will replace k with kp where k%2 = —k? in the integration, and
substitute back at the end of the calculation. After Wick rotating we then have®

Z)\2 d4£1 d4f2 1 1 1
- / 2m)4 (2m)4 02 +m2 03 +m? (kp—{1—03)% +m?2
(3.3.25)

Simple power counting shows that this diagram is UV divergent since the measure factors
have dimension 8 while the integrand has dimension —6 and thus the integral blows up
as {1 and /5 get large.

To do the integrals in (3.3.25) we make use of the following identity:

= / dprdps . .. dp, e=2=Cri
0
00 1
= / p"tdp / dridxy...dz, 0 (1 — Z LEZ> e P2 Cizi (3.3.26)
0 0

1
B (n—1)!
B /0 dzydzy ... d2, o (1 Z IZ) (Cr1+Chma+. .. Cpy)™’

where along the way we substituted p = > p; and p; = z; p. The x; are called Feynman
parameters. Using dimensional regularization, we can then write the integral in (3.3.25)
as

’L)\Q 8—2D de dDé
k%—@— /(27r)1 2 / 2d,0/ dxydre drs 0(1—x1 —x9—23)

X exp (— ($1€1+$2€2+$3(kE—£1—€2> 2)) .
(3.3.27)

1
CiCy...C,

Completing the square for /1,

$1£% + Ig(kE—El—EQ)Z = (ZL’1+ZE3) <€1+
(3.3.28)

8We have dropped the ie terms. At the end of this section we will need them back, but this can be
achieved by replacing m? with m? —ie.
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and then doing the Gaussian integral over ¢ gives
< > iN PSP dP iy, [ Y dxy day das
k = 2-D/2 4 / 5(1— e — o —
- 6(4m)D/2 / (2m)P /0 P P o (z1+mx3)P/2 (1—z1—z5—13)

X exp <—p <x2£§ + (x3 - ;ﬁ);) (kg — €)% + m2>> .

(3.3.29)
Completing the square for /5,
vl i (g — T gz = TiTaEmmsEmT nn g\ xe
272 5 T1+x3 E 2 T1+2I3 T1To+ToX3+T3T1 £ E>
(3.3.30)
with X defined as
X = i B (3.3.31)
T1To+ToX3+T3T1

and then doing the Gaussian integral over ¢y followed by the integral over p leads to

O

R i ! dx, dzy dzs
= —d S(1 =21 — 20— (X k2 2
6(47T)D /0 ’ g /0 (131372+$2$3+$3$1)D/2 ( R :L'g) P ( P ( Bt m ))

A2 82D ! dzy dzs d .
- Lr(3—D)/ ( 1102 O S(1—z1—as—as) (m® — X K77 (3.3.32)
0

6(4m)P T1To+Tox3+x3731)P/?

where in the last step we replaced k% with —k?. Setting D = 4 — 2¢, we see that there
is a singularity from the I'-function, I'(3 — D) ~ —%. Let us now use the expansion

2

(m? — Xk ™ mm l1 —2¢ log (1 -X %)} (m® — X k%) (3.3.33)
If we take the first term in the square brackets we find that there is a singularity from
the integrals over the Feynman parameters if m? # 0. This arises at the three corners
of the integration region where two of the Feynman parameters approach 0. In this case
X — 0 so the k? term does not contribute to this singularity. The Feynman parameter
integrals are then approximately

1 dxy dxy dx dzy dx 3
/0 ( vdradis g %3/1—2z—, (3.3.34)

T1To+ToT3+T311) (x1+22)%7 €

which leads to a Am? term with a double pole in ¢,

2 \? 2 -1 \? 2 A? ’ A?
anf = gy’ +06™) = gz (s 7 ) +0 (1) - 03
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The leading singular term is then canceled with the counterterm

A2 A2\?

The Feynman integral for the k2 term is finite, leaving an overall single pole in e. If
we take the first term in the square brackets in (3.3.33) we find that the k? term is (the
actual evaluation is left as an exercise)

i N2 ptem [ —14-2¢]
a 12(4m)4—2=
RS
12(4m)4

(1+ecC)k* =

i+1— +log(4 )—€+1o ” E*+0(), (3.3.37)
9% Y +log(4m 5 ng €), .0.

where C' is the finite integral

C = /1 dl’l dl’g dl’g (ZEICL’QZEg)
o (mrzataaxstasr)?

log(z1zo+wox3+x321) 6(1—21 —29—23) . (3.3.38)

If we now take the second term in the square brackets in (3.3.33) we have the addi-

tional finite term
i \2 k2
k %—@— = N2 ( ) : (3.3.39)

~ 6(4n)? m?

finite

where

f(z) _ /01 diL‘ldl'leg 6(1—ZE1—ZE2—I’3) (1 . XZ) log(l . XZ) '

(1294293 +23771)?

Putting together the terms from (3.3.37) and (3.3.39), we find that the wave-function
counterterm dy is

0

_ = 2
O = W),
A2 1 C 12 /
= Ty (2—6+1—7E+10g(4ﬂ)—§+10gﬁ+2f (1)), (3.3.40)

where f'(2) = £ f(2).

After adding all counterterms, the physical propagator becomes

i

@ (k) = 3.41
o) k? —m? — X(k?) +ie’ (3.3.41)
where the physical self-energy ¥ (k?) is
2 A2 2 2 2\ g/ 2 k?
N(k7) = 6y (m FA)+ (B —=m?) f'(1) —m*f (ﬁ)) : (3.3.42)
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This is the physical propagator to two loop order and is independent of p, which we

previously claimed was unphysical. Notice that $(m?) = 5% % (k?) ., = 0sothat the
k?=m

physical pole is at m? with residue 1.

We will not explicitly evaluate f(z) in X(k?), but it has a very interesting property
that tells us something important about the physics. This function is real for z < 9,
but develops an imaginary part when z > 9. This is because the argument of the log
is negative for some of the integration region if z > 9. Assuming that we choose the
branch of the log so that it has no imaginary part for z < 9, then if we assume that z
has a small positive (negative) imaginary part, then the imaginary part of the log is —im
(+4m) when the real part of the argument is less than zero. The maximum value of X
in the integration region is 1/9 which is reached when z; = x5 = x3 = 1/3. Hence the
argument of the log will have a negative real part for some of the integration region if
Re(z) > 9. Therefore, assuming that z is real we find that

! dﬂ?ldl’gdﬂfg 5(1—1’1 —IQ—ZL’g)

Im(f(z +ie€)) = :|:7r/ (Xz—1)0(Xz—-1). (3.3.43)

0 (123 +22x3+T371)?

Thus, f(z) is real for z real and z < 9, but has a branch cut along the real axis for z > 9
where the imaginary part is discontinuous. Which side of the cut z is on is determined
by the 7 e term that we had previously dropped after the Wick rotation, but which can
be restored by replacing m? with m? —ie. Under this replacement z — z+i € for k2 > 0,
so z is on the topside of the branch cut.

To understand this branch cut, let us write the propagator as

. .sz
7 +z()

2) 1.2\
G()(k)Nk:Q—m2+z’e (k2 —m?2)2’

(3.3.44)

where we dropped the ie in the second term because it does not have a pole at k2 = m?2,

since ¥(m?) = -2 Y (k?)|r2—m2> = 0. We can then write

— k2
S(k?) .
where
N+ E-1DF) - f()
F(z) = ) 3.3.46
() = 5 (- — 1) (3:3.46)
F(z) is analytic everywhere in z except along the branch cut and behaves as F'(z) ~ @
as z — 0o. Therefore, by Cauchy’s theorem we have for general complex z that
1 dz'
F(z) = —— © R, (3.3.47)

2m Joz — 2

where C' is the contour shown in figure 2. This formula is valid so long as z is not on
the cut. Since 27! F(2) ~ 272log(z) as z — oo, there is no contribution to the contour
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Figure 3.2: Contour C for integration in (3.3.47). The jagged line is the branch cut.

integral from the the circle at infinity and so everything comes from the integral around
the branch cut. Hence we have

1 [ d . : * x(2)dZ
where
2 1 1 1— _ _
x(2) = A - Z/CMMEm%& wlxzxﬂ(Xz—UMXz—n.
6(47T) (Z — 1) 0 ($1$2+3§2£L’3+$3ZL‘1)
(3.3.49)

x(2) = 0if 2 < 9 and is strictly positive for z > 9, falling off as y(z) ~ 27! for large 2.
We previously argued that z has a small positive imaginary piece, hence we finally reach
that

SR [ x()d
V_L (3.3.50)

(k? — m? k? — 2'm? 4 ie

Let us now show that (3.3.50) is the form we expect. In the case of the anharmonic
oscillator we saw that there was a pole at w? = (3my)? because ¢(0) had some probability
of producing a three particle state. In 0 4+ 1 dimensions there is only one three-particle
state, but in 3 4+ 1 dimensions there are infinitely many. The 4-momentum of the three
particles will satisfy k% = (k; + ko + k3)?> = M2, which has a minimum allowed value
of M? = (3m)* when k; = ko = k3 = 0. Above this value there is a continuum of
states. Hence we expect that G(®(k?) should include an integration over a continuous
distribution of poles. Since the poles are determined by M? this can be expressed through
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a “spectral density function”, p(M?) > 0, such that

o dM? 1
GOy = — / My —_—
(k%) 162—7712—|—i6+ M2=(3m)2 2T 4 )l{:Q—M2+ie

(3.3.51)

where the 27 is a convention. We can see that the second term in G (k?) has precisely
the form in (3.3.50) if we make the identification

m2

2 M?
2y _
p(M?) = 53X ( > . (3.3.52)
3.4 4-point correlators and the effective coupling
We now consider 4-point correlators, up to the one-loop level. It is convenient at this

point to write the path integral as Z(J) = ¢/V'/). The normalized 2-point correlator is
then given by

(T[p(z1)P(x2)]) 1 —i0  —id o )
0[0) O 575702 0 = 57 57 oy B4
where we used that %W(J ) = 0. The latter condition is the statement that the

J=0
one-point functions are zero, (¢(x)) = 0, which is the case for any interacting theory
which is invariant under ¢(z) — —¢(x).

The 4-point correlator in this language is

(T[g(x1)p(z2)P(x3)P(2d)]) 4 o o 0
(0]0) 6 J (1) 6J(29) W(J)’J:O 6J(z3) 0 (24) W<J>‘J:O
OO "0
57 570z ¢ )’J:oaj(@)wm) .,
55 5
i sia Y )’Joaj(m) 570 )| cs
55§ 6
T 5T 57(wa) 57 () 37w |, 342

Comparing with (3.4.1) we see that the first three terms in (3.4.2) are products of 2-point
functions. These then are the disconnected diagrams

N xlo—@—o T3 N $10—@—0 L4 (3'4'3)
$2.—@—. X4 5620—@—0 €3

o €3

T2 Ty

o—@—o:o—o—i—o—@—o —0—0—@—@—0 + ... (3.4.4)

o4

where
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Since (3.4.3) are all possible disconnected diagrams (without vacuum bubbles which have
been divided out when normalizing the propagator), the fourth term in (3.4.2) must be
all connected diagrams. This argument is easily extendible to all higher point correlators,

hence, W (J) is the generator of all connected diagrams®.

(T[p(x1)p(x2)P(x3)P(2a)])connected 0 ) 5 B
(0|0} 8 J(w1) 6T (20) 0T (w3) 6T (4) W) J=0
= (3.4.5)

The truncated diagram in momentum space where we lop off the propagators connected
to the end points is

kl kg
pY e
% ><+>O<+ é 1 ;>><+ (3.4.6)
/! N
ko kg

The first term in (3.4.6) is the single vertex and is equal to the vertex Feynman rule
in (3.3.2). Before evaluating the next three one-loop graphs it is convenient to introduce
some new terminology. The Mandelstam variables are defined as

s = (kl + k2)2 = (kg + k4)2

(k1 + k’3)2 = (ko + k?4)2
u = (ki +ki)? = (ko +k3)?. (3.4.7)

If the incoming lines are on-shell, i.e k? = m? for all 4, then it is a straightforward exercise
to show that

s+t4+u=4m?>. (3.4.8)

In the first loop graph we have ki + kb entering the vertex, so for this reason this
is called the s-channel loop graph. The successive graphs are the ¢- and w-channel
graphs respectively. By Lorentz invariance the s-channel graph can only depend on
s, the t-channel only on ¢t and the u-channel only on u. By symmetry, we also see
that after computing the s-channel graph we can immediately find the ¢- and u-channel
contributions by substituting ¢ and u for s respectively.

Using the Feynman rules we find that

4 . .
XX = (27T}454(k‘1+7€2+k3+’€4)%(—i)\)2/ a : :

(2m)4 02 — m? + i€ (k1 +ko— )2 — m? + i€

d*l 1 1
27T)4 2 —+ m2 (/ﬁE"—sz—g)Q + m2

— z’(27r)454(k1+k2+k3+k4)%)\2/( (3.4.9)

9A combinatorial argument for this can be found in Srednicki.
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where the subscript E again refers to the Euclidean values. We again dropped the ¢
which we can bring back in by shifting m? by —ie. We next use dimensional regularization
and Feynman parameters to get

XX = i(2m)* 6 (ki +ha+ks+k )EW‘**D /Oopd,o/l d:c/ aot

x exp (—p (20* + (1—2)(kip+hkop—0)> + m?))

- AZ 4D 1 d
= 1(2m)*0" (k1 +kotks+ky)——-=1'(2—D/2
Z( 71-) ( 1+ 2+ 3+ 4)2(471_)1)/2 ( / )/0 (mQ—x(l—x)S)2_D/2 )
(3.4.10)
where in doing the gaussian integral over £ we completed the square and set (kyg+kop)? = —s.

If we now let D =4 — 2¢, then up to finite terms we get

2

SO = i (20) 6 oty ) ey (- +loa(am) Hlog 2o 4 Q (-55)
TR s \ TP m? m?/) )’
(3.4.11)
where
! /4
Qz) = —/ drlog(l —z(l—x)z) =2 |1— P 1 arctan T (3.4.12)
0
S
z

1 1 4
If z > 4 then the argument of the log is negative for the integration region§ ——/1-=x
z

2
1 1 4
r < =+ —4/1— —. It then follows that
2 2 z
) 4
Im(Q(z £i€)) = £my/1 — pe (3.4.13)

Hence ((z) has a branch cut for z > 4. We will explain the consequences of the branch
cut later in the course when we discuss particle scattering and the optical theorem.

Including all three channels we find that the one-loop contribution to the connected
4-point function is

=1 (27’(’)4(54(l€1+k2+/€3+k4)

3N (1 S| t
X333 (E—7E+log(47r)—|—log % +3 (Q (%) +Q (ﬁ) +Q (%))) .
(3.4.14)
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We need to add an infinite counterterm to cancel off the divergence, such that remaining
piece is the physical coupling. However, there is a new wrinkle that we did not encounter
with 7 and §,,2. In these cases we have a pole at a physical mass and we adjust the
counterterms to put us at that pole with the correct residue. We can do the same here,
where we add the counterterm to give us the physical coupling. The thing is, we have
to decide at which values of s, t and u we will fix the coupling, because ultimately the
counterterm is local which prevents it from having more than polynomial dependence on
the momenta.

To make this argument more transparent, let us suppose that the values of s, ¢t and u
are so large that we can ignore the mass. In this case the arguments of the Q)-functions
have a modulus which is much greater than 1. Hence, the functions can be approximated
as

1
Qz) =~ —/ dz log (—x(1—x)z) = —log(—=z) + 2, (3.4.15)
0
and the diagrams sum to
. 3N /1 stu
=1 (27T)454(]{31+l{72+k3+k4) 32 71'2 (E—7E+10g(47(—) 2—5 10g < uﬁ ))
(3.4.16)

To cancel off the divergence we need to add a counterterm ¢, to the coupling that appears
in the Lagrangian,

32
32 72

1
0y = = —i (2m) 04 (ky kg + ks +ky) (——7E+log(47r)+2> (3.4.17)

where we have also chosen to cancel off the annoying vg and log(47) terms, as well as
the 2 for good measure. Hence the “bare coupling”, Ao, the coupling that appears in the
Lagrangian, is
3\
32 72

1
Xo= A+ <Z—7E+log(47r)+2) +O(\%). (3.4.18)

The physical truncated and connected 4-point diagram is then

(X Xoox 5 Bl

/
= —i (27)4 6 (k- ha+ ks + ) { 3% ( S‘Mu> +0( )\31 . (3.4.19)

where we have multiplied by (Z~/2)* so that we have the truncated diagram for the
renormalized fields ¢r(x) = Z7Y2¢y(x), where ¢o(x) are the bare fields that appear in

o7
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the Lagrangian. However, we have already seen that Z gets no corrections until two-loop
order'’, so at the one-loop order we have Z = 1.

We would think that the real part inside the square brackets of equation (3.4.19)
should give the physical coupling at the one-loop order. But there seems to be a problem
because of the 1 appearing in a supposedly physical result. If we try to absorb the log u?
term into the bare coupling we would need to introduce another mass scale so that
we could make a log with a dimensionless argument. We cannot include the log stu
because this would lead to a nonlocal counterterm. There is only one possibility; the
physical coupling is scale dependent. Here is how it would work: Our procedure should
be independent of j, so suppose we choose = M where (stu)? = (M)'. Furthermore,
we let A = X be the physical coupling when M = u. Hence for M near u we have that

e are

AMM?) =~ A\ 1 : 3.4.20
If we now take a derivative with respect to log M?, we find that
O\ 3X% 3\?
~ ~ . 3.4.21
dlog M?  32x2 3272 ( )
We now claim that actually to this order in A the true equation is
O\ 3\?
B(A) = (3.4.22)

= dlog M? 3272’

where B()) is called the S-function for A. The righthand side depends on A and not A
because after changing M by a little bit, if the physical result is independent of p, then
we are free to choose it at the new value of M with the new coupling. We then do the
procedure all over again. If the right hand side had depended on A then the S-function,
and hence the physical coupling, would have depended on p through a choice of a .
Let me emphasize that the physics is independent of p because choosing a different p
compensates by choosing a different value for the coupling.

Since the sign of the S-function in (3.4.22) is positive, the coupling is increasing as M
increases. This means that scalar field theory becomes more strongly coupled as we go
to higher energies. This change in the coupling as the scale changes is called the running

of the coupling constant. We can actually solve for the equation in (3.4.22), where we
find

3272

9
Mg

where M¢Z is an integration constant. This gives us a new scale in the theory which is
physical and is defined through the coupling. For example we can define the intrinsic
scale as the value of M where the coupling is 1. This result diverges at M = M, and
so perturbation theory would have broken down before this value, so (3.4.23) is not

particulary trustworthy near this value. But it is probably reliable if A < 1. This result
is also only valid for M >> m. Once M gets near m the running slows down.

ANM?) = —
3log

(3.4.23)

10Wave-function renormalization will need to be taken into account at the one-loop order when we
consider QED.

38



8.323: QFT1 Lecture Notes — J. Minahan

3.5 A few comments

1. The missing diagram in (3.3.15) contains the counterterm for the vertex

7 Q— (3.5.1)

2. You might be worried about doing perturbation theory with infinite terms at each
order of perturbation theory. However, the philosophy you should take is that each
order in A includes the loop graphs and the counterterms, so combined together
everything is finite and perturbation theory is well behaved, at least if the couplings
are small enough.

3. It turns out that dz, 42, and Jy are the only counterterms you need to cancel diver-
gences in ¢* theory. This is a hallmark of a renormalizable field theory. Nonrenor-
malizable theories require an infinite number of counterterms. Non renormalizable
theories have couplings whose dimension is negative (e.g. A¢® in 3+1 dimensions).

4. Throughout these notes we have been employing a particular regularization “scheme”
called the on-shell scheme, where the counterterms are chosen so that the poles of
the propagators are at the physical values of the masses. There are other schemes
that are often used. One is the minimal subtraction (MS) scheme, where one only
adds counterterms to cancel off the e~ term. Another scheme is the modified min-
imal subtraction (MS) where one also cancels off the factors of vz and log(47). In
both of these schemes there is no dependence on p? in the counterterms, and hence
in the bare parameters. The resulting m% must then depend on p? and is referred
to as the renormalized mass squared and is distinct from the physical value where
the pole sits.
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Chapter 4
Free Dirac fields

4.1 The Dirac field

So far we have discussed the scalar field, whose quantization leads to spinless particles.
But many of the elementary particles in nature are spin 1/2 particles, including electrons,
muons, taus, neutrinos and quarks so we need to find the corresponding local fields for
these particles.

4.1.1 The Dirac equation

I am sure that many of you are familiar with the story of how Dirac derived his famous
equation. After Schrodinger introduced his eponymous equation, many started looking
for a relativistic generalization. The obvious thing to try was making it second order in
the time derivatives to match the second order spatial derivatives. So in the case of a
free particle it would have the form

2
—~ (% —~ 62> U (T, t) = m> U(7,1). (4.1.1)
The problems with this equation, at least as a generalization of the Schrodinger equation
are well known. In particular there are arbitrarily low negative energy solutions. Even
worse, there is no well behaved probability current, since the natural choice for the
probability density U*0W¥ is not positive definite. In any case, we recognize the equation
in (1.3.1) as the Klein-Gordon equation and we now know that we should treat it not
as the Schrodinger equation of relativistic quantum mechanics, but as a classical field
equation whose field we then quantize!.

The root of these problems for the Klein-Gordon equation is the second order time
derivative. Dirac’s big insight was not to make the time derivatives second order, but to
make the spatial derivatives first order. However, in order for this to work ¢(z) had to

1For this reason the quantization of the scalar field ¢(x) is often called second quantization, the
first quantization being the Klein-Gordon equation itself which was initially treated as a relativistic
Shrodinger equation.
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have a set of indices and a certain set of matrices needed to be introduced. In particular
Dirac proposed the equation

(10 —m)y(z) =0, (4.1.2)

where 9" = 70, and the 7" are a set of matrices for each space-time component. If we
act on this equation with —i@" — m we should get a relativistic second order equation

(0* + m*) p(z) =0 (4.1.3)
which can be true only if

{7 =AM A =20 (4.1.4)

The relations in (4.1.4) are called a Clifford algebra and Dirac found that the matrices
must be 4 x 4 ( at least) in order to have a faithful representation of (4.1.4). One choice
of basis for the matrices is the Weyl basis (which Peskin uses), with

0 __ 0 I i 0 O'i

where [ is the 2 x 2 identity matrix and o?, i = 1,2, 3 are the three Pauli matrices. Since
v# are 4 X 4, ¢(x) has four components. We will use front-alphabet Greek letters («, 3,
etc.) for the components, 1, (x), and refer to them as Dirac indices.

4.1.2 The Lorentz algebra and its spinor representations

In this section we study how Lorentz transformations act on ¢ (z). Lorentz transfor-
mations are the space-time generalizations of spatial rotations, the latter generated by
the different components of the angular momentum operator. Let’s review why this is
so. Suppose we have a wave-function that is a function of the spherical coordinates,
U(r,0,¢). A rotation in the z — y plane leads to the shift ¢ — ¢ + A¢p. We can express
the wave-function with this shift as the Taylor expansion

U(r,0,0+A¢) = U(r,0,0)+ApdyW(r,0,¢) + 5(A)? 05V (r,0,0) + ...
eA?% W (r 0, p) = e 2LT(r 0, ¢) . (4.1.6)

Hence L, generates rotations in the x — y plane. The other generators of angular mo-
mentum rotate angles in the other planes. To this end, let us define J¥ = ¢¥*L,. In
terms of the coordinates and its derivatives this becomes

J9 =a'p; — alp; = —i(2'0; — 279;) . (4.1.7)
We can then generalize this to the full set of Lorentz generators as
JH =i (20 — 2" O*) . (4.1.8)

(The extra sign in J% compared to J* comes from lowering the spatial index on the
derivative.)
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Let us now show how J*” generates a Lorentz transformation. Under a transforma-
tion, the coordiate x* transforms as

ot =t =AM, 2 (4.1.9)

Suppose the Lorentz transformation is a boost in the z! direction and let us further
assume that the boost is very small, hence we have

¥ = 2 —eat, ot — 2t —ea?, 23— 123 (4.1.10)

where € << 1. It’s not hard to show that this transformation can be written as
ot — ot — e [JO 2t ~ (1 —ie J) a2k (1 + e JO) . (4.1.11)

If we now consider a finite version of this transformation, we can think of this as N
infinitesimal transformations such that Ne = 7. In this case we find

2t — (1 —ie JSYNa#(1 + e JOH)N = e gt (4.1.12)
For a more general Lorentz transformation, the infinitesimal version has
zt — x“—%‘ey,\[J”A,x“] = zl'+e 2", (4.1.13)
which exponentiates to
ot — " = U Y (A)z* U(A), (4.1.14)

where U(A) = exp(+iw,, J*) and the w,, are a set of real parameters characterizing
the transformation (e.g. rotation angles).
The Lorentz generators satisfy the algebra

[J,u/\7 JVO'] = (nAyJua - nMVJ)\o' o nx\aj,uu 4 n,uaj)\u) , (4115)

which can be readily verified using the definitions in (4.1.8). In 341 dimensions this
algebra is called SO(1, 3) but it also generalizes to any space-time dimension. The explicit
generators in (4.1.8) are a representation of this algebra for acting on coordinates. It
turns out we can also construct a representation with the v* matrices, just as we can
construct an algebra of the rotations with the Pauli matrices, o¢. In particular we let

14 /L v v
S =2 (0" =) (4.1.16)

Using the Clifford algebra in (4.1.4) as well as the identity
[AB,CD] = A{B,C}D —{A,C}BD + CA{B,D} — C{A, D} B, (4.1.17)

it is straightforward to show that S*” satisfies the Lorentz algebra in (4.1.15). One can
further show that

i VA W] o PAY
657" = —e ", (4.1.18)
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and so 7" transforms the same way as z* under Lorentz transformations. Therefore
Ay = U AU (A) (4.1.19)

where U, (A) = exp(+5w,, S").

We now demand that the Dirac equation is covariant, meaning that if it is satisfied
in one Lorentz frame it is satisfied in all frames. Given a set of 4* in frame S one might
think that the Dirac equation in S’ is

(i7" B — m)Y' (2') = 0, (4.1.20)

where v# = A*,~*. But this means the observer in S’ uses a different set of y-matrices
than the observer in S. While this is possible to do, it is more natural and less cumbersome
that every observer use the same set of y-matrices. So in reality the equation used by
the observer in S’ is

U,(A)(iy" 0,y — m)USH A (') =0, (4.1.21)

which transforms v* back to v*. Since i’y“’@w = 170, we must have that i (x) trans-
forms as

Y(x) = ' (2") = Uy (M) (x) = exp(+iwn S" )Y (x), (4.1.22)

in order to satisfy the Dirac equation in both frames.
Writing the S*” in the Weyl basis, we find that

i -5 ( 0 i ) S — égijk< 0 ot ) . (4.1.23)

The form of S¥ shows that ¢(x) is spin 1/2 under rotations, so we will refer to it as a
Dirac spinor.
We then construct the two independent sets of generators

, . o Ly
S, = %&jksjk—l—ésozz(zg O)

, : . 0 0
7 k i Q07
S = %&'jk;sj _ES — ( 0 %gi ) . (4.1.24)
Hence, all S commute with all S% and each set of generators comprises an SU(2) Lie
algebra,
(91,57 =ieyr SE  [Sk. Skl =iy Sk (4.1.25)
This algebra is the same found for three dimensional angular momentum. Hence, the
Lorentz algebra decomposes as SO(1,3) ~ SU(2); x SU(2)r, where the subscripts label

the two SU(2)’s. Using the form of the generators in (4.1.24) we can write ¢ = ( zL ) ;
R

where each of ¢, and 1 have two components. 1, is a doublet under SU(2), but a
singlet (invariant) under SU(2)g while ¢ is the opposite. We call the separate v, and
Yr parts of ¥» Weyl fermions.
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4.1.3 Solutions to the Dirac equation

To find the solutions to the Dirac equation we first Fourier transform (),

$Gﬁ=i/d%wmw¢@ﬁ- (4.1.26)
The Dirac equation then becomes
(K —m)v(k) =0. (4.1.27)

Acting with & +m on (4.1.27), we find that k* = m?. In terms of the Weyl components
we can express (4.1.27) as

(K — _
(K + k- &) (k) — mibg(k) = 0. (4.1.28)

If m = 0 then we ﬁnd that wL and wR decouple. In this case, when k° > 0 the spin
direction aligns along k for ¢R( ) and anti-aligns along k for wL( ). It is in this sense
that wR( ) and wL( ) are respectlvely right- and left-handed. We call the component
of spin along k the helicity, h, so @/JR( ) has helicity h = 1/2, while @DL( ) has helicity
h = —1/2. Note that for £° < 0 it is the opposite.

Now let us take the other extreme and assume that m # 0 and we are in a frame where
k = 0. In this case we either have ¥ = m and 1/1L = wR, or kg = —m and Q/JL = —wR In
cach of these cases there are two independent components, which correspond to the spin:
S% acting on 1(k) preserves the identification between vy, (k) and 1 z(k) and clearly has
eigenvalues :l:%.

ol
X
<
=
=

|
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<
=
=

|

To find the solution for general k we boost the solution with & = 0. At this point it
is convenient to define a parameter 7 called the “rapidity”, which for the positive energy
modes satisfies

k® = m coshn k| = m sinh7 . (4.1.29)

This clearly satisfies the condition (k°)2 — k2 = m?2. The boost that takes us to the new
frame is then?

LMM:eWWWE:m%g(é?)—QM%(nx-ﬂgg), (4.1.30)

k d
where 77 = ?, the unit vector along k. Choosing a basis such that the spin operator

is diagonalized along lg, we find that the two independent components for @Z(k) are
proportional to the Dirac spinors

e /2 0
L 0 ) en/2
u' (k) = vm /2 , u?(k) = vm 0 ) (4.1.31)
0 e~/?

2Note that we boost in the opposite direction of k.
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where the factor of \/m is for later convenience. For a generic basis of spinors £%, s = 1,2
such that £57¢" = 6*", the independent normalized solutions for the positive frequency

modes, u®(k), are
100G KO 4 |k| 4 S22\ kO — [k ) €

u (k) = (4.1.32)

La [5O + k| + 220\ KO — [k] ) €

1-7-¢

The combinations 1+Tﬁ‘? and ~=~% are examples of projectors. A projector is any operator
that squares to itself and a generic spinor £° can be written as a sum over the projectors,
&= HTM &+ 1_Tﬁ5 &, which expresses £° as a sum of eigenstates of 77 - &. If we define
ot = (I,0") and 7" = (I, —0"), then u*(k) can be written as

u (k) = ( \/\/gg ) , (4.1.33)

where k- 0 = k*0,. We understand this expression to be a sum over the eigenstates of

k-G and k- 7, with each term in the sum multiplied by the square root of the eigenvalue.

Under a Lorentz transformation u*(k) transforms as u*(k) — eT2“=5" y*(k). But
the inner product w*'(k)u” (k) is not Lorentz invariant . The ~y-matrices satisfy (1) =
70, (v)T = —4% Therefore, (S¥)7 = S% while (S%)T = —S% Tt then follows that
(etawm ST oL e=3@wS™ if it is not a pure rotation. However, we also note that 7°S% =
S~ while 705% = —S%0. Hence, (eT29mw5)I40 = 03w 5" Therefore, under a
Lorentz transformation,

(k) = T (k)y° — ' (k)e 29ms™ (4.1.34)

and so w*(k)u" (k) is Lorentz invariant®. In particular the invariant is

@ (F)u' (k) = 2Vk2 6% = 2m 6°" . (4.1.35)
Here we used that o,0; = —0j,0; if ¢ # j from which it is one short step to show that

k- ok -7 = k2 One can also show the useful relation
(k)" u” (k) = 2kM6™ . (4.1.36)

which can be derived with an explicit computation, or with a clever trick*.

3The reader might be confused about having Lorentz invariance even though explicit spin indices s
and r are present in the invariant. The important point is that s = 1,2 are labels for explicit spinors.
For example, let us suppose that we have two observers A and B in inertial frames and that observer B’s
inertial frame is a 90 degree rotation in the x — y plane from observer A’s inertial frame. Now suppose
we choose a basis of spinors such that for observer A they are + and — in the = direction. Observer
B would say that the basis spinors are 4+ and — in the y direction. The two spinors have not changed,
only the coordinates used to describe them have changed.

4The trick will be useful for doing 3.2 in Peskin. (4.1.36) is a corrolary of the result you will derive
there.)
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We can derive another useful relation by summing over the two spin components.
Since we can choose any spin basis we prefer, we can choose the one used in (4.1.31)
where the spins are diagonalized along the spatial component of the momentum. Hence
we find for Dirac components o and 3, o, 5 =1...4,

1 0 e 0
s T T 0 1 0 e m k-o
Z ua(k‘)Uﬂ(k) =Ml oo 1 0 - ( EL-5 m ) = (K +m)ap
b2 0 e 0 1 o

(4.1.37)

For the negative frequency modes, the same boost that takes us to (k°, /;) for the
positive modes takes us to (—k°, —k) for the negative modes. Defining a new Dirac
spinor v*(k), we have

0¥ (k) = (f%g ) : (4.1.38)

where the inner product is

(k)W (k) = —2Vk? = —2md™ . (4.1.39)
We also have
(k) (k) = 2kH6™ (4.1.40)
as well as
-1 0 e 0
. . — U — :
S;Zz;s(k;)av;(k) = m 27 01 _01 ¢ :(k”; ’f_n‘j >a5:g¢_m)a5.
’ 0 e” 0 =1/,
(4.1.41)
Note that while u*(k) satisfies (4.1.27), the equation for motion for v*(k) is
k' +m)v*(k) = 0. (4.1.42)
Using this we can find the null inner products
w(kw'(k) =
@ (—k) v (k) = 0. (4.1.43)
We can show these by inserting k¥ 4+ m a the Dirac spinors,
0 = @R +mp(F) = (0 +mpul)) APo(®) = 2mw (Fyer (F) (4.1.44)

0 = @k (K +mp' (k) = ((kofy“ + -7+ m)u(—/?))
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0f _

Here we used that 49" = —7'7° as well as y 7% and 7't = —+’. Note that in general,

w (—k)yor (k) # 0.

A generic classical solution for ¥ (x) is then
_ Z / d’k <€7ik-z Aius(lg) +’kaBs* s(E)) (4 1 45)
(2m)32K0 k o
s=1,2
where K = +V'k - k and B # AS;%. Since 1 (x) is not real we also have

P(x) =9 (x)y° = Z/ ) 3%0 “’”AS*—S(/%’) Zk'”“"B,%W(E)), (4.1.46)

4.2 Quantization of the Dirac field

Let us now take the same approach as we did for the scalar field and treat the Dirac
spinor ¥ (x) as an operator field and not as a wave-function. To quantize this field, we
again replace As Bé and their conjugates with creation and annihilation operators a®f,
bz, a® T and b3T~

w(x) _ Z/ 27T 32k0 fzkx s (E) +lk-beTEvs(E))7

E(x) — Z/ o) 32k0 +zka: at- —s(];f) otk ps —s(E)) (4.2.1)

s=1,2

We also assume that we have the commutation relations
[a5E7 CLTT];/ ] — (2’/T)3(2]€0)53(E _ E’)5ST, [b%, brT;;/ ] _ (27T)3(2]€0)(53(E _ E/)asr’ (4.2.2)

with all other commutators zero®. We also assume that there is a vacuum state where
ag|0) = bz|0) = 0, so that there are no negative energy states.

With the commutation relations in (4.2.2) it is clear that [ (), ¥s(y)] = 0, where
a,f =1...4. But consider [¢,(x), wg(y)] and let us further assume that (z — y)? < 0.
To make life simpler, we choose an inertial frame where 2° = ¢°. Then the commutator

of 1 (x) with ¥fj(y) is
(Vo (2°F), 0} (2", §)]

= / —(2:)3];k0 (ez’E-(ffﬂ)((j{ +m)Y°)ap — ot x—y)((}{ _ m)’YO)a5> (4.2.3)

®Since we are using 2k instead of v2k0 in the measure factors in (4.1.45), the commutators will
come with an extra factor of 2k°. Peskin’s convention is to carry around the factors of v/2k0.
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which in general is not zero, hence violating causality. This is not good. However, a
closer inspection of the last line in (4.2.3) reveals that if the second term had come with
a + sign instead of a — sign, then we would have found the result

= / (27:-1)—3];@ (™D (e m) s + € FED (e = m)0)as)

Bk .
= /W (61]“'(%3’)(%0’7070)%) = 0%(T — §)dagp (4.2.4)
where we used that the terms in the integrand proportional to k and m are odd under
k— —l;, while the £° term is even. The result in (4.2.4) is exactly the type of term we
want!

So now we ask the question how does one change the — sign in (4.2.3) to a + sign?
The key is noticing that we got the minus sign from a commutator, which is automatically
antisymmetric in its entries, [b'z,bz] = —[bz, b'z]. To get a + sign, we should use an
analog of a commutator which is automatically symmetric in its indices®. To this end

we define the anticommutator,
{A,B} = AB+ BA. (4.2.5)
We then replace the commutation relations in (4.2.2) with the anticommutation relations

{ap, a0} = @r)P (K003 (k — K)o, {0,075 } = (2m)3(2k°)8% (k — K)o,
{a°;,a'p } = {00, 0} ={a*T;,a T = {0, 0T =0
{asfg’ ) br;;/ } - {CLS;; ) bTTE/ } = {CLSTE , bTE, } = {CLSTE , bTTE/ } =0. (4,2,6)

Therefore, the anticommutation relations for the Dirac fields are

{a(2), ¥5(0)} = {(¥h(), ¥15(v)} = 0
{a(a®, 2), 0}, )} = 8T — 7) bas (4.2.7)

We still assume that the vacuum is annihilated by a°; and 0°z. If we define et =
asT,; and c‘sT,; = bt i» then the Fock space for the Dirac field is made up of the n-particle
states which we write as

n
‘k’b q1, 51 k2, G2, 825 - - - ks s 5n> = H qusﬂic‘j ‘O> ) (4-2-8)

J=1

where ¢; = £. This Fock space is significantly different from that of the free scalar
field. Firstly, the particles now have internal quantum numbers: their spin as well as the
quantum number ¢. Second, under an exchange of momentum, ¢ and spin, the states
satisfy

—

|...k:j,qj,sj;...Ek,qk,sk;...> :—|...Ek,qk,sk;...l;j,qj,sj;...), (4.2.9)

6 Another way to try and solve the problem of the + sign is to make the switch b'p < bet i~ However,
this just trades one disastrous result for another, because with this convention b*f i would create negative
energy states and the total energy would not be bounded below.
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hence, the particles are identical fermions. If we have identical fermions then no two
particles can be in the same state. This immediately follows from the anti-commutation
relations. For example, consider

B+, 83k, +, 5) = a*Tza*T]0) . (4.2.10)

But by the anticommutation relations we have that {a*'z, a*'z} = 2a*Tza*T7 = 0, hence
no such state exists.

To summarize, requiring Lorentz invariance forces our spin 1/2 particles to be fermions.
We have previously seen that the the particles from scalar fields are bosons. The two
results are part of the spin statistics theorem, which states that integer spin particles are
bosons and half-integer spin particles are fermions.

4.3 'The Dirac propagator

As in the case of the real scalar field, our main interest are the time-ordered correlators
for the Dirac fields. Clearly,

(Va(2)s(y)) = (Wal)¥s(y)) =0, (4.3.1)
so the only relevant two point function is
(T[a(2)¥s(y)]) - (4.3.2)

Because we are dealing with fermionic fields, the time ordering is defined as

(Tla(@)¥sW)]) = Wal@)¥sly) 2>y,
= —(Ps)¥alz)) "<y’ (4.3.3)

Using (4.2.1) and the anticommutation relations in (4.2.6) we find
Sr(@=Yas = (Tha()isy)])

- /fi%%;(mw—ywamwww+mmﬁ—w%—fwﬁmww%—mnw-
(4.3.4)

We can drop the a and 8 indices, understanding that the correlator is a 4 x 4 matrix. If
we now act on this correlator with 4 — m we find

(10 —m)Sp(z —y) =
[ i [P0 = ) — 03— € o)
+i 0,00(x° —1°) e @A (K4 m) — i 0,00(y° —a0) '@V (K )
=id(z —vy), (4.3.5)
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where we used that (K—m)(K+m) = k* —m? = 0, 0,00(x®—¢°) = 6(z° — ¢°), 1°7° =1
and substituted —k for k in the second term of the second line. Therefore, —i S r(z—y)
is a Green’s function for 7,d — m.

As in the case of the scalar field, the expression for the correlator in momentum space
is much more compact. Here we find

o _ 4, ik d’q 20 i m) — O(—") 49T (i,
Se) = [t [ (0a) e m) = 0 =)

1 ; o
~ 2(F) (’CO—W(E)+ie((w(k)_k )y A M) +

ik +m) i

k2—m24+ie K—m+ie’

O 4w(k)—ie

where we replaced w(k) by w(k) — i € to make the integrals well defined. In the last step
we used that

B —m?+ie=(K—m+ie)k+m—iec). (4.3.7)

We interpret the propagator (T'[¢)(2)¥(y)])as to mean that for 20 > 4°, ¥(y) creates
a fermion with ¢ = —1 out of the vacuum. The particle then propagates to x*. Instead
of specifying a spin we have a Dirac index ( for the fermion at y* and another Dirac
index « for the fermion at z#. If 2° < 4° then v (z) creates an anti-fermion out of the
vacuum with ¢ = +1 which then propagates to y*. Note that if x# — y* is space-like
then one observer could see a fermion going forward in time from y* to x*, while another
observer would see an antifermion going forward in time from z* to y*. Thus, by Lorentz
invariance we see that for every fermion there must be a corresponding anti-fermion.

By inserting a complete set of single particle states, we can write the single particle
fermion state |y*, §) in terms of spins and momenta as

s = 3 / st Vo) Bl )35

- Z / s T B ) =Ty 0. (@438

It might seem that there are four independent components for o even though there are
only two spins. However, only two of the components are independent because the Dirac
equation () — m)u®(k) = 0 relates the components to each other.

4.4 The Dirac field Lagrangian

The Lagrangian £ should have the form
L =1, (x)0gte(x) — H(x) (4.4.1)
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where H(z) is the Lagrangian. Looking back at (4.2.7) we observe that it] (x) has the
correct anticommutation relations with 1, (x) to be identified with II,(x). Hence, the
first term in (4.4.1) can be written as i1 (2)0p(z) = it (2)7°0pt(x). Alternatively, we
could have called 9] (z) the coordinate and i1),(x) the canonical momentum, in which
case we would have i1)(z)0p1f(x). In the action we can integrate by parts, so this last
term is equivalent to —idyt ()11 (x). Furthermore, the classical Dirac fields anticommute
with each other, hence the last term is the same as our original expression. Let me stress
that the anticommutativity is crucial for consistency.
The Hamiltonian can be Written as

H = Z/ 2y Qko (a Tty — @’ pa T + 0Tt — b

s=1,2

= Z/ 27T 2[60 (aSTEGSE—bSEbSTE) (442)

s=1,2

We then observe that

K° STkak = Z /d3 / o 32q 2/@06”'(61_]“)5 arTqﬂT(Q)VOus(k) a’y

r=1,2
= X [ [ g 32q et 7+ () oy
_ Z / i / = 32q ¢t T (@) (~i Y -7+ m)e " e (F)
Y [ s / = 32q 2K Lt (@) (W R (449
- Z/d / e W (Y -7 e b ).

We also use
W ()= 5+ m)(F) = Ko (o
(=) (F - 7+ m)u(F) = K0 (—F)

to finally write the Hamiltonian as

-/ d%%)(—ﬁ-ﬂm)w(z) - / P H(z). (4.4.5)

= 0, (4.4.4)
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The Lagrangian is then

L(x) = ih(2)7°0"(x) — H(z) = ¥ (2)(id — m)y(x). (4.4.6)

Since L is dimension 4 in 3+1 dimensions, ¢ (z) is dimension 3/2. B
The equations of motion should follow from L£(z). Treating ¢(x) and ¢ (x) as inde-
pendent we have

—%%=ew+mwuﬁw, (4.4.7)
and

5 oL oL

o T —_—_.%_ -
MW—%:—@M@DV my =yY(—id —m)=0, (4.4.8)

where the backward pointing arrow means the derivative is acting toward the left. In
deriving this last result we used that %@/} = —@b%. We can also derive the last equation

of motion by integrating by parts in the action S = [ d*£(x), which leads to

L(x) = B(x)(—i8 —m)(x). (4.4.9)

From here we just set % = 0.

By treating 1(z) as a field the Dirac equation becomes a classical equation of motion.
But it is an equation of motion for a fermion field and classically two fermion fields satisfy
PH(x)*(y) = =2 (y)Y' (x).” Hence 9(x) cannot be an observable since observables are
real numbers. However, fermion bilinears, that is two fermi fields together, can be
observables (e.g. 1 (z)y"1)(x) is an observable).

4.5 Symmetries

The Dirac Lagrangian (4.4.6) has some interesting symmetries which we now discuss.

4.5.1 Lorentz symmetries and particle spins

The fermions and anti-fermions have spin labels, s, but we have not yet checked how the
labels correspond to the actual spin of the particles. In this subsection we address this
question.

To find the spin that goes along with the label s, we need to construct the angular
momentum currents and from this the charges. To find the currents we invoke Noether’s
theorem. The change to 1(z) under Lorentz transformations follows from (4.1.22),

W (x) = et 2 S (A ) (4.5.1)

"The anti-commutation of the fields does not go away in a classical limit. If we insert explicit factors
of & into the anti-commutation relations in (4.2.7), then the righthand side has an h factor. Taking the
classical limit sets the righthand side to zero leaving completely anti-commuting fields.
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where the A~z factor comes from replacing z*° with z* in +/(2'). Therefore, the in-
finitesimal transformation to ¢ (z) is

Sy(x) = +%EW (S™ +i (210" — 20")) ¥(x) (4.5.2)
and so the Noether current is
P S () (S 10— 20 U+ (17— ) £
= =i (+i NS =t (VO 4D +ar (VO nMD)) . (4.5.3)

Therefore the charges are

@ = [ = [ davi@) i)+ = Qe (45.4)

where the dots represent contributions from the derivatives. This part of the charge
is due to the orbital angular momentum. Note that there is only one charge per uv
component so spin and orbital angular momentum will not be conserved separately.

If we now substitute in the expressions for ¢(x) and ¢f(x) from (4.2.1), set 2% = 0
and integrate over d*z, we get

=2 / o) 2k;0 (B! o7t R)pr ) 8 (' (R + 0* (<R ) +

r,s=1,2

(4.5.5)

We now use the fact that Q**|0) = 0 by the Lorentz invariance of the vacuum. Therefore,
acting with the Lorentz charges on a single fermion state aﬁ f0) gives

Q" a3'10) = [@",a}]|0). (4.5.6)

In order to simplify things, we consider only Lorentz charges corresponding to rota-
tions in the plane orthogonal to k. In this case

QU a]10) = [Q, ad1i0) = 75 S () $9* (Railo) (457)
r=1,2
: ij 1 o 0 i Qij
Using that SY = §5ij 0 ok and that £'SY” = 0, we then find
Q"a’ T|O 2Eijk Z oSt TT|0 (4.5.8)
r=1,2

where o* is the spin component along k. If we choose this spin to be diagonal, then the
two values of s correspond to spin j:%.
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We next consider a single anti-fermion, where we find

QUu10) = [QL.B110) = =55 D v (k) SUv (k)b [0)
r=1,2
_ _%%Zghsrbgm), (4.5.9)
r=1,2

Hence, we again see that in the diagonal basis the two values of s correspond to spin j:%,
but the assignment of the spins to s is the opposite of the fermion’s assignment.

This has an interesting consequence for Weyl fermions. For a right-handed Weyl
fermion, the spin is aligned along k. The argument in the previous paragraph shows that
for the anti-fermion, the spin is anti-aligned along k. Hence, the anti-fermion is actually
left-handed. For a left-handed Weyl fermion the situation is the opposite.

4.5.2 Internal continuous symmetries

The Lagrangian is invariant under the transformation v (z) — e?1(x), since 1 (z) will
then transform as

Bla) = U1 (@) = v (@)e™ 20 = B(a)e™. (45.10)

The infinitesimal transformation is
Ble) > V@) +icva),  Ble) - Bl) ~ieu(a). (45,11
Hence, using Noether’s theorem we find for the current (often called the vector current)
) = Gpecdivta) = =ible)iv(a) = Ha)r i) (45.12)

where the subscript V' stands for vector. We can then quickly show that the charge is

Q:/d3j Z/ ) 3%0 a*Tra®y + b1 (4.5.13)

s=1,2
If we then consider the commutator of () with the creation and annihilation operators
we get

Q,a*T;] = +a*T, @, a%;] = —a’;, Q. 0°T] = b7, [Q, V7] = +0°F,
(4.5.14)

where in deriving these commutators we used that

[a"za" 0] = a" T {a" 7, 0"} — {a"T7, 0" }a" g, (4.5.15)

etc.
Hence, a*f i creates a particle with charge ¢ = +1 while bt i creates a particle with
charge ¢ = —1. These are the same values for ¢ discussed in section 2. When we discuss
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QED we will see that these correspond to the electric charges of the positron and the
electron. We can also derive the commutator of () directly with the fields,

Q@ v(@)] = —v(z)  [Qv()] = +i(2), (4.5.16)

which follows from the commutators in (4.5.14), the definition of j° in (4.5.12) and the
anticommutation relations in (4.2.7).

If m = 0 then there is another continuous symmetry present called a “chiral” sym-
metry. To see how to implement this symmetry we define a new y-matrix

7 =iy (4.5.17)

If we square it we find
(V)7 = (") () = (=) A) = +1 (45.18)
It is also straightforward to show that {+°,+*} = 0, since v* commutes with one of the

y-matrices within 7° and anti-commutes with the other three. Because (7°)? = 1, we
can construct the projectors %(1 +~9),

L1 ++7))° =11+4). (4.5.19)

To see what the projectors project onto, it is convenient to go to the Weyl basis, where
we find

s (-1 0
5 _( 0 1) (4.5.20)

= (3)(2)- (%)
(14+7) = (8 ?)(ZZ):<¢OR) (4.5.21)

The projectors project onto the left or the right handed Weyl spinors.

Let us now use 7° to generate a symmetry. Since 7% anti-commutes with every -
matrix, it commutes with the product of any two. Therefore, under the transformation
Y — €79 we have that

E _ WWO N w’refieﬁ/s,yo _ wwoeﬂeaﬁ _ E€+i075
Pyt = iyt o PTem O = inOyte T = Yyt (4.5.22)
Thus, i1 is invariant under this transformation but ) is not. Hence this is only a

symmetry if m = 0. To find the corresponding current, we note that the infinitesimal
transformation is ¢ — 1 + iey51), hence the current is

Jile) = ol i) =~ i () = T o). (529

thus we find

DO [

o=
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This is called the axial vector current or sometimes just axial current.

Since the generator of Lorentz transformations S*” is a product of two ~y-matrices,
we have [y°, S#"] = 0. Hence, i1,d7°1) and ¢yt are Lorentz invariant. Since these are
Lorentz invariant, the corresponding combinations with the projectors inserted are also
Lorentz invariant,

iA1= = iy, YL
A1+ = ivpdig
FH1- = B+ =0, (45.24)

Hence, if m = 0 it is possible to have a Lorentz invariant Lagrangian with only one Weyl
fermion and thus half the number of fermion degrees of freedom. This should not come as
a total shock, since we have previously seen that when m = 0 the left- and right-handed
components decouple in the Dirac equation. We can give another argument why it is
possible to have only left-handed fermions if m = 0 and conversely not possible if m # 0.
Suppose we have a massive particle whose spin is pointing backward along its line of
flight. Hence this is left-handed. Since the particle is massive, there exists a boost that
brings us to the particle’s rest frame. Thus, if we boost beyond this we are in an inertial
frame where the particle is moving in the opposite direction from the original frame.
But the spin points in the same direction, so now the particle is right-handed. If m = 0
there exists no boost that brings us to the particle’s rest frame and hence no boost that
goes beyond the rest frame such that the particle moves in the opposite direction. Thus,
a left-handed particle is left-handed for any observer and so in this sense is a Lorentz
invariant. A Lagrangian with only the left-handed or right-handed fermions is called a
“chiral” Lagrangian. The handedness of the fermions is also called their chirality.

4.5.3 Discrete symmetries

The Dirac Lagrangian has three important discrete symmetries. The first of these sym-
metries is called parity (P) and transforms the space-time coordinates to (z°,7) —
(20, —Z). Parity satisfies P? = 1 and so P~! = P. Note that parity is not a Lorentz trans-
formation. To see this, recall that a Lorentz transformation matrix A*, has det A = 1,
while the parity transformation has det P = —1. The Lorentz algebra generates the
SO(1,3) Lorentz group, where the “SO” stands for “special orthogonal”. It is special
because the determinant of all transformations is 1. This group can be enlarged to
O(1,3) by including parity and all other operations that include parity with a Lorentz
transformation such that the determinant is —1.
Under parity the derivatives undergo a unitary transformation

o* — PO'P : PO°P =9°, PO'P =—-0'. (4.5.25)

Therefore, in order for i ¢,d4 to be invariant we require that the transformation for 1(x)
is

() = Py(x)P = 4"(x). (4.5.26)
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Using the projectors we see that
LA+ = L1+ %) = 31— "), (4.5.27)

and so under parity we have that 1; < ¢p. Hence, the chiral Lagrangian i, vy, is
not invariant under parity. A little thought should convince you that indeed a parity
transformation flips left-handed to right. Under parity, the spatial component of the
momentum changes sign. However, angular momentum does not change sign (7 x p' —
(—7) x (—p)) and so the spin points in the same direction. Hence the chirality of the
fermions flips.

The vector current and axial current have different transformations under parity. For
the vector current we have

o= 0% = by Y =A%
Jvo= Y =Y = 'y, (4.5.28)
while for the axial vector current it is the opposite,
Ja = 7Y = 9% = =y
Ja = VYV = DY =%y, (4.5.29)
The next discrete symmetry is C' for charge conjugation. Similarly to P, C? = 1,
C~1! = C. In the case of a complex scalar field, charge conjugation takes ¢ — CopC = ¢*.

For the fermion field we also expect it to contain a complex conjugation. However, the
fermion action is not invariant under ) — 1*. For the mass term we would have

Py = Ty = T Ty = Py, (4.5.30)

where we used 77 = 4% and the anti-commutativity of the Dirac fields, while for the
derivative term we would get

ivdv — i Y = —ip" A0 gt =it gy (4.5.31)
Now Y#T4Y = 44994 for all p except = 2 where we have v277? = —4%42. Hence,
we can make both the mass term and the derivative term invariant if the transformation

for ¢(x) is
Y — CY(2)C = i ¥*(z). (4.5.32)

The combination i+? is real and symmetric and satisfies (i7?)? = 1. Moreover, it

anticommutes with 7% and v°y? but commutes with 79! and %43, so it changes the

signs of the terms that needed their signs changed and leaves the other signs alone.
When we act with C' on the currents we get

3t = T AV () = =T () T (i) = — 5t
34 = T )0 () = =0T (i) T (i) = g (4.5.33)
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where we used that [y%v#,75] = 0, 4°T = ~° as well as the anti-commutivity of the fields.
Therefore, we find that ) — —() under charge conjugation and thus changes all values
of ¢ to —q.

Under a Lorentz transformation, it follows from (4.1.22) that

iyt — iyPem ST g = et S (12 (4.5.34)

Hence, (iv?)y* transforms the same way under Lorentz transformations as . This
means that charge conjugation does not affect the spins of particles.

The chiral Lagrangians are not invariant under charge conjugation. Given the above
properties of 7°, it is straightforward to show that

AN Y — —i Iy (4.5.35)
under charge conjugation, and so
iy A =i PP R, (4.5.36)

However, since P transforms the chiral Lagrangians in the same way, they are invariant
under the combination C'P. The chiral theories only have one spin for each fermion and
anti-fermion. If the fermion is left-handed, the anti-fermion is right-handed as we argued
at the end of §5.1. Hence, under charge conjugation the left-handed fermion becomes
a left-handed anti-fermion and the right-handed anti-fermion becomes a right-handed
fermion. If we now combine this with P then left-handed exchanges with right-handed
and we are back to our original configuration.

The last discrete symmetry we discuss is time reversal (7'). This symmetry is different
than P and C because the transformation is antilinear. Unlike an ordinary linear operator
O that acts on a Hilbert space as O c|x) = ¢|Ox) where ¢ is any complex number, time
reversal acts as Tc|y) = ¢*T|x). The reason that it must act this way is because of how
the state develops in time. Assuming that the Hamiltonian H is invariant under time
reversal, i.e. [T, H] = 0, then T" acting on a state evolving in time is

TIx,t) = [Tx, —t) = Te " "|x) = ™| Tx). (4.5.37)

We can figure out the action of 7" on the Dirac field (¢, Z) by considering how it
should act on the vector current (¢, )y (t, ). The 0 component is a charge density
and this should be invariant under ¢ — —t, while the spatial components are charge
currents, and if we run time backward the direction of the current reverses. Hence we
expect

To(t, D)y, )T = Tt )Ty Tt 7)1
= (—t, 5y’ By By(—t, 1), (4.5.38)

and so
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Since 7%* = 10, the first relation tells us that B is unitary (BT = B~!). Since v'* = 4!,
v# = —~2 and v** = 43, we find that B = e"®y'~3 where € is an undetermined phase.
You might think that by doing two time reversals we could determine the phase, since
this should be the same as doing nothing. However, this is not the case. In fact we can

see that
T(T()(t, Z)T)T = T(e7'v*p(—t,2))T = e 7'’y ¢(t, &) = —(t, &) (4.5.40)

Not only can we not determine the phase, there is an extra sign that we cannot get rid
of! However, all physical operators come with an even number of Dirac fields, so the sign
will not show up in these.

The Dirac kinetic term is invariant under T, since T'(i0p)T = (—i)(—0y) = i Oy,
T(i0;)T = (—1i)(0;) = —i0;, so combined with our result for the current we have that
it is invariant. Inserting 4° in the current to make the axial current does not change
the time reversal properties since 7% is real and commutes with «!'43. Therefore the
chiral Lagrangians Z'EL, I Y1 g are also invariant under 7. The same is true for the
mass term matp. It seems as if everything is 7' invariant. However, there is one Lorentz
invariant fermion bilinear term that is not time reversal invariant, i ¢»y. This term is
called a pseudoscalar because it is invariant under continuous Lorentz transformations
but changes sign under parity. The factor of i is necessary for this to be an Hermitian
operator. Therefore, under time reversal we have

T Yy )T = —iTYTYTYT = —ipy°y (4.5.41)

where we used [y®, B] = 0. In fact, we can also see that this operator changes sign under
the combination C'P,

CP(ipy°¢)PC = C(—=ipy°y)C = =i 0" (iv*)y" 7 (i )0 = —i """ = =iy
(4.5.42)

For a long time it was thought that there was no CP violation in nature. But in the early
1960’s C'P violation was discovered in rare kaon decays. However, the combination C'PT
is believed to be a good symmetry as it is not possible to write down a Lorentz invariant
Hermitian Lagrangian which violates the symmetry. Hence, C'P violation implies 7T’
violation. Since T reverses the direction of the spin and the momentum, while P only
reverses the direction of the momentum, under CPT, a massless fermion with helicity
h = +1/2 transforms into a massless antifermion with helicity h = —1/2. CPT invariance
says if you have one you must have the other.

4.6 Fermionic path integrals

We can find path integrals for fermion fields, although the antisymmetry of the fields even
at the classical level requires some new machinery in order to deal with this problem.
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4.6.1 Grassmann variables

A Grassmann variable 6 anticommutes with all other Grassmann variables, so if we have
two Grassmann variables 6; and 65, then 6;60, = —0560,. Any function of a Grassmann
variable f(0) satisfies

f(0) = f(0) +0£(0) = fo+0fr, (4.6.1)

since 0> = —0% = 0.
We further define the grading of a variable, x(z) where x(z) = 0 if z is a c-number
and y(z) = 1 if z is Grassman. The grading of a product is

x(zy) = x(x) + x(y) mod 2. (4.6.2)

We also have that zy = (—1)X@x®yz. We will only need to consider functions f(6) of
a definite grading, so we will assume that either fy in (4.6.1) is a c-number and f; is
Grassmann, or vice versa.

We can also construct derivatives with respect to Grassmann variables, which have
the following properties:

0 0 0 0 0 0 0

-z __ 2 7 — @y = —f,— 4.6.
00 0)=rF0)=f, 96, 00, 00,00, 86102 92@91 (4.6.3)

Since we will be constructing path integrals we will also need to define what we mean by
an integral over Grassmann variables. The key concept we want to take from ordinary
integrals is integration by parts where we can throw away the integral over the total
derivative. Based on the properties of the Grassmann derivative, a Grassmann integral
satisfies

[ v 5500 = [ a0 (5700 ) o)+ [ av-1 0106,
(4.6.4)

Taking the derivatives in the last integral we get

/MFWW%U@mw:/wmm+«wwmw. (4.6.5)

For this to be zero for generic coefficients we must have

/ﬂa1:o. (4.6.6)

Evaluating the remaining integrals in (4.6.4) and using (4.6.6) we have

[0 =~ [ao-1 105~ [ @00 1 (467

/ _ (4.6.8)
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Equations (4.6.6) and (4.6.8) show that integration over a Grassmann variable is the
same as differentiation. If we have integrals over more than one variable then we get

/d01d02 0105 = —/d02d01 0105 = —/d91 Hl/dﬁg 0y =—1. (4.6.9)

The Gaussian integral will be of particular interest for us. Let us first consider a
complex Grassmann made up of two Grassmann variables, § = 6, +i6,, 0 = 6 —
1 05. Because of the derivative-like nature of the integrals, the relation of differentials is
backwards from the ordinary case,

df  dfy ;
d0do = det ( & @ ) d0,d0y = — = d,db, . (4.6.10)
W db 2

We thus find for the Gaussian integral with the c-number b,
/d@d@ e 0% = /d§d9(1 —0b0)=b= / —%d@ldég e 2ibbib (4.6.11)

where we used in the expansion of the exponent that (6 b#)? = 0 and hence the expansion
terminates. If we have NV complex Grassmann variables ¢;, 6;, then the Gaussian integral
generalizes to

N N N
/ [ d6;d0; =% P 0% = / [T 0,05 e =%0% =T b; = det(B)  (4.6.12)
j=1 j=1 j=1

where we used a unitary transformation to diagonalize Bjj,, Uz BrU, .t = bjSjm, 0 =

J
Ujkek and

N
1 d0;d0; = det(U~") det(U) | | db;d0; = ] d#;de); . (4.6.13)

j=1 Jj=1 7=1

Observe the difference between the Grassmann Gaussian integral which gives det(B) and
the ordinary Gaussian integral which is proportional to det(B)™!.

Also note that completing the square in the Gaussian also works nicely. For example,
consider the Gaussian integral with Grassmann parameters 1 and 7 coupled to 6 and 6,

/d@d@ e 0bOHTOH0n /d@deu —0b0+700n) =b+Tn=">be""".  (4.6.14)
However, we can also express this as
/ B =00 0+MO+0n / B ¢~ @b )b O=b"0n) b (4.6.15)

Hence the result in (4.6.14) is consistent with shifting the integration variables in (4.6.15).
Finally, we can also define a §-function, 6(6 — 6’), where

/d9 NCEANIENICAE (4.6.16)
A quick calculation shows that (4.6.16) is satisfied if 6(0 — ') =6 — 0.

81



8.323: QFT1 Lecture Notes — J. Minahan

4.6.2 The 0+1 dimensional fermionic oscillator

In 0+ 1 dimensions we can have a single fermionic oscillator with commutation relations
{d,d"} =1, {d,d} = {d",d"} =0. (4.6.17)

Hence, there are only two states, |0) and d'|0). If we assume the Hamiltonian is H =
mo d'd, then the energies of the two states are 0 and mg. Let us now find the fermionic
path integral that is consistent with this system.

We write our fermionic fields as

~

D(t) = ety () = etimot gt (4.6.18)

where we put the hats over the fields to emphasize that these are quantum operators.
We can write down ket states which are eigenstates of these field operators satisfying

D) = ) DIg) = Py, (4.6.19)

where @/Z)\ = @/Z)\ (0) and the fields without the hats are ordinary Grassmann variables which
anticommute with the fermionic operators. A straightforward calculation shows that

) = [0) — ¥ d'|0) ) = ¢ [0) — d'|0) (4.6.20)

satisfies the eigenvalue equations. The bra states are defined so that they satisfy the
eigenvalue equations

(1D = (Wl (@6 = @D (4.6.21)
for which we find the consistent solutions
(¥ = 0]y —{0[]d (W] = (0] = (0]d ¥ . (4.6.22)

Notice that [¢) is bosonic (assuming |0) is bosonic) while (1| is fermionic. The situation
is reversed for |¢) and (1|. We also see that (1| is the adjoint of |¢) while (1] is the
adjoint of [1)).

Given these states we can find relations similar to those in ordinary quantum me-
chanics,

(') = — ¢/ =8 — ') (@) =¥ ~9 =5 ~ )
(W) =1 =" (lw) =1+ Py = ™. (4.6.23)

These last two relations are the analogs of (z|p) = e?®, (p|z) = e~* (remember that it)
is the canonical momentum for ). Using the rules for Grassmann integration we can
also write down the complete set of states,

/d¢|¢><¢| = /dﬂ@@ = [0){0] + d'jo)(0]d = 1 (4.6.24)
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We can now ask what is the amplitude for the state |0) at ¢ = —7'/2 to evolve to

the state |0) at time ¢t = +7'/2. Since the Hamiltonian is H = mott), we find for the
amplitude

—iTH 1 —iAtH
(0]~ TH|0) = A1%§10<0|1:[e 0), (4.6.25)

Between each time step we now insert two complete sets of states,

[ v o)l [ RG] = [ dnan o).
(4.6.26)
We then use that

(Bl PN (- At) & ol —imabP AN}~ At)))
= (@(O)[p(t—At))(1—imod(t)(t—At)At)
o P OP(EAL) imop () (A At (4.6.27)
Putting everything together we find the fermionic path integral
T/2
2= o) = g [ T [ doasescrmec
At—0 T/2
T/2
xexp | [=0(8) (0(8) = (t—AL)) — imeph(t)ih(t — At) Ad]
t=—T/24At
= /D@D@b exp (z /dtﬂ(t)(i do — Mo +z‘e)¢(t)>
— /Da Dl/) ez’fdtﬁ(t)

where D1 and D1 signifies the functional integral for the Grassmann variables () and
Y(t). The i e appears because the path integral is a limit over a very large time.

To find the time ordered correlators we do as in the bosonic case and introduce
sources. The sources are the Grassmann variables 7(t) and 7(¢) and the path integral’s
dependence on them is

Z(n,m) = /DED%ZJ exp (Z /dt (D(t)(i 0o — mo + i) (t) + (L)Y (t) +E(t)77(t))(>-6-29)

We insert a field operator® 1(t) inside the inner product by taking a functional derivative,

S _
—i ——, while for ¢(¢) we use i ——. Therefore, the time ordered correlators are

o7(t) on(t)
(Tl () (k) (t )@(M) P(ton— 1)E(t2n)]>

- 1_[1 (_Z 07(t2;-1) ) (H 577((123')) #m)

8We drop the hats on the operators since the context should be clear by now.

- (46.30)

n=n=0
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As in the bosonic case the correlator automatically comes out time ordered. Furthermore,
there is the appropriate sign change as in (4.3.3) because of the antisymmetry of the
source derivatives.

The path integral can be evaluated by completing the square and shifting variables,
where we find

Zn7) = / DIDY exp ( / dt@(t)—z‘ﬁsF(t))(mo—moﬂe)w(t)—zsﬁ(t)))

<exp (= [ armt sento))
= Z(0,0) exp <—/dtﬁ(t) Spn(t)) ; (4.6.31)

where Sg(t —t) is the analog of the Dirac propagator in 3+1 dimensions,

(10o—mo)Sp(t —t) =id(t—t) = Spt—t) = e ™ ¢
= 0 t<t,
(4.6.32)

and where
Srn(t) Z/dt'SF(t—t’)n(t’) nSp(t) :/dt’ﬁ(t’) Sp(t' —1t). (4.6.33)

Given the form of Z(n,7) we see that Wick’s theorem applies and that all 2n-point
correlators reduce to a sum over products of n two-point correlators Sp(t—t'). The
number of terms in the sum is determined by the different ways to pair up the ¢ (t2;_1)
with the v (t5;). Hence the normalized correlator is given by

(T () (t2) Y (E)(ts) - . p(tan—1)(t2n)])
Z(O 0)

li[<—z STl 1)> (+i 577((jfzj)) exp (—/dtdt’ﬁ(t) SF(t—t’)n(t’)> N
Z [J]HSF taj1=t20()) (4.6.34)

€Sn j=1

where S, is the permutation group on n elements, ¢ is a particular element in the group,
(=1)l"l =1 (—1) for an even (odd) permutation and o(3) is the result of the permutation
on the j** element.

The signs (—1)l are crucial and must be handled with care in perturbation theory.
In particular, we will have cause to consider loop diagrams which have correlators of the
form

(Tl (e)e(t) = () (t) ) = Z(0)(=1)Tr[(Sp(t — 1)) (4.6.35)

This factor of —1 always appears when there is a fermion loop.
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4.6.3 3+1 dimensional Dirac fermions

The setup here is almost the same as in 0 + 1 dimensions, with the added complication
that the fermion fields also have a Dirac index. We now have the functional differentials

DYDi = HHah/z ) dipo () . (4.6.36)

r a=l1

where here 1, () = 1'(z)37),- The functional integral is now

Z(n,ﬁ)=/DﬁDwexp (z /d4 (V(@)(id—m+ie)y(x )+ﬁ(x)w(:v)+@(x)n(x))) :
(4.6.37)

where the sources also have Dirac indices. Completing the square and shifting integration
variables, we then find

Z(nm) = /D@Dw exp (Z /d4x (@(w)—iWSF(x))(iﬁ—mH6)(1#(1’)—1'SFU(SC)))

<ep (- [atento) seote))

— 200.0) e (- [ dadtyita) Sele—)a)) (46.38)

where Sg(z) is given by (4.3.4) and

Sen() = [y Sete—p)nw)  ASele) = [dlya) Sely—o). (1039
The normalized correlator is then

(T [%1(%1)%1(?11)%2(1?2W (y2) - - Q/Jan(xn)wﬁn(yn)b
Z(0,0)

_ ﬁl <_Z~ e ) ( 577/3] eXp (— / d*zd*y7(x) Sp(x—y)n(y))

n

=> (-1 H Yo(i))as i) (4.6.40)

og€Sy =
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Chapter 5

Scattering

In this chapter of the notes we discuss particle scattering. In particular, we will show
that it is closely tied to the correlators we have computed in earlier lectures.

5.1 The S-matrix

A scattering problem assumes that we have an initial state in the far past with two
widely separated particles, which scatters during some middle time period, and evolves
into a state in the far future with two or more widely separated particles. The time
development of this process is determined by the full interacting Hamiltonian, H. Given
the incoming state, we wish to know the probability amplitude of finding the outgoing
state.

When the particles are widely separated their interactions with each other are neg-
ligible. However, the particles still interact with the surrounding field leading to their
mass-shifts and wave-function renormalizations. We call such particles “dressed”. Let us
suppose there is a Hamiltonian Hy; where the dressed particles do not interact with each
other (we will explicitly demonstrate the existence of this Hamiltonian). Now let |¢) and
|1)) be two eigenstates of Hyy, where each corresponds to a set of dressed particles with
fixed momenta (as well as internal quantum numbers). Assuming the momentum and/or
quantum numbers are different, we have that (¢|¢) = 0. In fact, if we were to consider
the states at separate times then the inner product is still zero, assuming that Hy; is the
time evolution operator.

But of course, Hyy is not the time evolution operator, H is. Given a state |V, —T')
at t = —T it evolves unitarily to a state |V, +7"). Since we are assuming that the state
starts widely separated in the far past, we can assume that ¥ equals one of the Hyp
eigenstates, say @, in the distant past. Thus |V, —T) = |¢). The state then evolves to
the state in the far future

W, +T) = [)in (5.1.1)

where the subscript “in” lets us know that this was the state that started out looking like
. But we also expect that the state in the far future looks like a sum over eigenstates
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of Hi, ¥i,
|qj7 +T> = Zci|¢i>out ) (5.1.2)

(2
since the states are assumed to be widely separated in the far future. The “out” indicates
that these are states that evolve to ¢; in the far future. Since this is the noninteracting
state in the far future, its relation to the noninteracting state in the far past is |¢;)ou =
e 2HNiT )Y - Therefore, the probability amplitude to evolve from the widely separated
state ¢ to the widely separated state v is

out<¢‘%0>in — <w|e2iHN1T672iHT‘90> = <w|S’§0> (513)

The operator S is called the S-matrix which tells us how incoming states connect to
outgoing states. The S-matrix is clearly unitary, satisfying SST = 1. The states |¢)
and |¢) are the states at ¢t = —T', but we can make the expression in (5.1.3) more
symmetric by evolving the states to t = 0 with the noninteracting Hamiltonian. If we
define @)y = e *HNT|¢) and |¢)g = e 7T |¢h) then the probability amplitude is

ot D]V = o (W] T = 2HT GHNT| gy (o) o= iHNIT G T | gy (5.1.4)
We then redefine the S-matrix to be its unitary transformation, e ™7 GeiNT = and
further drop the 0 subscripts to write
out (P|0)in = (W] NTe T HNT|g) = (4] S|g5) (5.1.5)
The S-matrix is usually written as
S=1+iT (5.1.6)

where the 1 corresponds to the “forward” part where there is no scattering (the outgoing
state is the same as the ingoing evolved with Hyy), and 7 is called the T-matrix. If

(416} = 0 then

(¥[Slp) = i Tle) - (5.1.7)
The unitarity of S directly leads to the condition
2Im(T) =TT . (5.1.8)

It turns out that this relation is closely related to the optical theorem.
It is actually not convenient to normalize the states to unity. Leaving the states
unnormalized, the probability for a transition from ¢ to v is (assuming (¥|p) = 0)

(1T )
P, = . 1.
" el .
The relation in (5.1.8) is also understood to be
(12T ) = S (WIT ) s Wl Tl (5:1.10)

a

where the sum is over all states.
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5.2 The LSZ reduction formula

We now show how to relate the S-matrix between two widely separated states to the
correlators we have spent so much time studying. For definiteness, let us assume that
we have a real scalar field with a ¢* interaction. We further assume that the incoming
state is given by

o) = |1, Kz . ) (5.2.1)
while the outgoing state is

) = [Pr, P2 - - D) - (5.2.2)
For a one particle dressed state we have that up to a phase,

(0l¢r(x)[k) = e7** (5.2.3)

where ¢p(x) is the renormalized scalar field. The e~ factor results from the transla-
tion symmetry while the overall normalization follows from the definition of ¢(z) and
the discussion around (3.2.42 — 3.2.45) of the third chapter of the notes. To see why
translation symmetry implies the above form, we observe that

(Ol6n(x + )|E) = (Ol or(x)e  [B) = (O[L- Galz)e™ ) = (Olon(x)R) e,
(5.2.4)

where P* is the momentum operator, the generator of translations.
Notice that the relation in (5.2.2) is the same found for the free particle case,

(01(2) | E) free = €7 (5.2.5)
In fact, for free particles we can extend this relation to

<ﬁ17 . ﬁm’ : ¢($l) s ¢($n)¢($n+l) s ¢($n+m) : ’lgla s En>free

n—+m
= Z exp (—z’ Z kj - xa(j)> (5.2.6)
j=1

perms

where the fields are normal ordered, o is an element of the permutation group on n+m
objects, and k,1; = —p;. It k; # —k; for all < and j then we can drop the normal ordering
in (5.2.6). We also have the useful relation

4 . 2 2 .
etk _ /d4y/ d*q e_iq.(x_y) [ k® — m* + ie ik
(2m)4 g% —m?2 + ie i

]{?2— 2 :
_ /d4yGF(I_y)ﬂ

i

e kv (5.2.7)
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It is then a straightforward exercise to show using Wick’s theorem that

n+m
Z exp (—2 Z kj - g5 )

perms

-/ ﬁ(dé‘w o, S ) T 001) - Sin) 5 602 0lrsn) D

(5.2.8)

Again, if k; # —k; for all i and j then we can drop the normal ordering since ¢(y;) must
be contracted with the ¢(z) fields to give a nonzero result.

We next note that the middle part of (5.1.5) is very similar to quantities we have
previously considered. For example, we showed that

(0]e~2H7T|0) = (0| [exp <z [ d%ﬁlﬂ 10 free » (5.2.9)

where we had assumed that Hy|0) = 0. We derived this relation using a path integral
argument, but here we present a different argument that makes a generalization to other
states besides the vacuum more transparent.

In quantum mechanics we are familiar with two different “pictures” for describing
states and operators. In the Schrodinger picture, all time dependence is included in
the states while the operators have no time dependence, unless the time dependence is
explicit. Hence, we consider inner products of the form (i, t|O|¢,t). In the Heisenberg
picture there is no time dependence in the states, all time dependence is in the operators
so that one has inner products of the form (¢|O(t)|p). Of course, the two pictures are
equivalent, since

@|O®)|p) = (W] O™ ) = (¥,1|O]p,1) . (5.2.10)
What we have been doing up to now is a hybrid of the Schrodinger and Heisenberg
pictures called the “interaction picture”. In the interaction picture we put the time
dependence into the operators, but only using the free Hamiltonian. In other words, the
time dependence of an operator is defined to be O(t) = e'Ho!Qe~0t, Let us apply this

to the operator 0T e=2HT giHoT Ve first reéxpress this operator as
ezHOTe—QZHTe’LHoT — hm elHoT (6—7,H0At€—’LHIAt) At elH()T ’ (5211)
At—0
where H = Hy + H;. We then rewrite every e 04t a5
e—zHoAt — e—zHo(t-‘rAt)ezHot 7 (5212)

—iHoAt

where the t is determined by the position of the particular e in the product. Hence,

we can rewrite (5.2.11) as

61H0T€—21HT62H0T — Iim T H (€+1H0t6—zH[At€—zHot)
At—0 .

_ —iH(t)At
dim, {1

7 [e—z‘fdtHz(t)] -7 [exp (z'fd4x£1>] ,

(5.2.13)
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where the T in front of the square bracket is the time ordering symbol. Hence, we see
that for any states we have that

(1|t HoT = HTH GiHaT | 5y — (|7 [exp (z [ d4x£1(x))] 1), (5.2.14)

where the time evolution of £;(x) is understood to be determined by Hp.

We next claim that the noninteracting dressed states are the free particle states,
provided that all counterterms are included in £;. To see this let us review the countert-
erm prescription. In the 0 4+ 1 dimensional case we did not add counterterms (although
we could have) since all perturbative corrections are finite. In this case, we are given
a Lagrangian and then we find the physical masses and couplings. We do not make
any changes to the Lagrangian in the process. Because no changes are made to the
Lagrangian, the starting field ¢(x) is the bare field ¢g(x) since it it is the field that
appears with a canonical kinetic term in the Lagrangian. The renormalized field is
br(x) = Z71/2¢(z), where Z is the residue of the pole at the physical mass.

In the 3 + 1 case we worked backwards. We are given physical masses and couplings
and we find the Lagrangian that gives us these physical masses and couplings. We do
this by adding counterterms to the Lagrangian, after which it has the form

L(z) = /d4$ 3(1+02) (9,0(2)0"$(x) — (m* + 82)¢*(x)) — 33 (A + 00)0* () -
(5.2.15)

As you can see ¢(z) is not the bare field. Instead, the bare field is ¢o(x) = ZY/2¢(x), Z =
146z, and the renormalized field is ¢pr(z) = ¢(x). In fact, if you recall how the countert-
erms were chosen, they were done so that pole and residue for [ d*ze™**(T[¢(x)p(0)])
stayed at m? and 1. In other words, ¢(z) is the renormalized field.

With the counterterms included in the interaction part of the Lagrangian, turning off
the interaction between the dressed particles also means turning off the counterterms,
even though d7 and 9,,2 only contribute to the free field part of the Lagrangian. Removing
the counterterms is the way the separated particles remain interacting with the field.
Otherwise, the field that creates the normalized free particle states would be ¢(z) and
the particles would have mass squares of m? + §,,2.

Thus, it seems that all we have to do is replace Hyy in (5.1.5) with Hy and then
we are done. This is almost right, but it does not take into account the change in the
vacuum energy due to the interaction. This change shifts the energy of all states by the
same amount and leads to an extra phase that must be compensated for. To find the
phase, we can consider the S-matrix for the vacuum. The vacuum is unique with an
energy gap separating it from its lowest excited states. Therefore, (0|S|0) = 1. However,
if we use (5.1.5) with Hyy replaced by Hy we get

(015]0) = (0] HoT =2 HT T |0y — (0| T [oxp (i fa2Ls(@))] 0)iee  (52.16)

The right hand side is an extra phase that is common to all S-matrix elements with Hy;
replaced with Hy. We can get rid of it by dividing all elements by the phase. Hence, the
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S-matrix between the particle states is

B BalT [exp (i deLi(@) | R e
(D1, Dl S|k, .. kn) = . , (5.2.17)
o|T [exp (zfd‘*xﬁl(x))} 10 free

where £; contains the counterterms.

To complete the evalution of the S-matrix we need a slightly more general form of
Wick’s theorem, which we can more or less argue from the form that we had before.
Recall from chapter 2 of the lecture notes that

n/2

(Tp(x1)0(x2) - . Vree = Z H I](k Ij(k))]>free . (5.2.18)

pairs k=1

Let us now apply this to

6N (y) s TIB1)d(@s) - . b)) : B (2) ree (5.2.19)

where we assume that y° > :v? > 2% so that the correlator is time ordered. The fields at

y and z are normal ordered so there are no Wick contractions between any two fields at
——

y or any two fields at z. We will use the Wick bracket notation ...¢(x;)...¢(zg)... to
indicate the Wick contraction between the fields ¢(z;) and ¢(xy). Hence we have that

(: o™ (y) : Tlp(z1)p(x2) .. P(wn)] + 9™ (2) Diree =
< ¢ ( ) ¢(I1)¢( ) -¢($n) : 1¢M(Z) 3>free
Z ON(y) 1 plan). . p(ay). . dlak) .. D) OM(2) Ve

| ! ! |
Y V) )by Olag) - Blan) - Blan) D) M (2) e

J1<ka, jo<kaz
J1<d2,k17#i2,k2

o (5.2.20)

where the fields inside a pair of colons can only be contracted with fields outside the
colons. We can now see that the structure in (5.2.20) is independent of the : ¢" (x) : and
1 M (y) :, so we drop them and write Wick’s theorem as the operator statement for free
scalar fields

To(@1)o(@s) . o)) = $(@1)(w2) . O(wn) : 4+ 2). - B() - Han)
| | | |
+ Z co(1). (). 0(2gy) DXy ) - (X)) (5.2.21)

J1<ka, jo<k2
J1<d2,k1#72,k2

where the last set of dots contains three or more Wick contractions.
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We now have all of the ingredients to write down the S-matrix. With very little loss
of generality, we assume that p; # k;, in other words, all particles have at least some
deflection in the scattering. This means that

—

(Pry. e Pl s (1) ... d(TN) - |k:1,... n)ree = 0, (5.2.22)

unless N = m + n. We then expand T’ [exp (ifd4x£1(x))] and use Wick’s theorem in

(5.2.21), keeping only those terms with n 4+ m normal ordered fields. Therefore, using
(5.2.6) and (5.2.8), the S-matrix element can be written as

(B, DlS|Er, . Ky

n+m T |:
it o)

) - D) oxp (@ f Id‘*:l;ﬁ}l(x))b
<O|T [exp <ifd4xﬁl(x))] |0>

free

free

(5.2.23)

where all ¢(y;) are contracted with the fields in exp (z f d43:£1($)> with all possible

combinations. But since k; # —k; the contraction of ¢(y;) with ¢(y;) is zero, hence we

find

ntm 2 2
Broe o Bl Tl ) = [ wG<n+m><k1,...kn,kn+l,...kn+m) (5.2.24)
j=1
where G (ky, ...k, i) is the renormalized n+m correlator. We have replaced S with
i T since the outgoing momenta are assumed not to equal the incoming momenta.
Specifying to the case that n = 2, we see that G**™ is connected, otherwise there
would be (2m)*6* (k1 + k;) or (2m)*0* (k2 + k) factors which are zero by assumption. The
connected diagrams have the form

k™ v k3
(5.2.25)
kQ/( ’\ k2+m
where
k]%o—@—o :k]—><o—o+o—@—o+o—@—@—o + )
_ ! | (5.2.26)

k2 —m? — B(k?) + ie
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The k; are the momenta for the incoming or outgoing particles, which are on-shell, ¢.e.

0

k? =m?. Since ¥(m?) = @E(kz)‘ ,_, =0, the poles in the external momenta cancel
k?=m

out with the zeros in (5.2.24),

b m e ~1. (5.2.27)
k? —m? — N(k3) + ie o
We finally reach our desired result
ki ks
(Br, - onld Tker, o) = , (5.2.28)
RN

in other words, 7 times the 7 matrix is the truncated* correlator! This result is known as
the Lehmann, Symanzik, Zimmermann (LSZ) reduction formula. You can now see why
we were so interested in the truncated correlators.

As an example, consider the 2 — 2 scattering with incoming particles of momentum
k1 and ko and outgoing particles with momentum p; and ps. To lowest order in the
coupling A the 7 matrix for this process is given by

k1N s
<ﬁ1,...ﬁm|T|El,EQ> = —Z >< = —(27T)454(k31+k32—p1 —pg)/\

ky \( P2
(5.2.29)

Since any scattering process always has conservation of 4-momentum, it is convenient to
define a new scattering matrix M such that

T — (20)t! (Z k]) M. (5.2.30)

5.3 The cross section

Now that we have the amplitudes to go from incoming to outgoing states, we wish to
relate this to quantities we can measure in the lab. In scattering experiments these are
cross-sections.

Suppose we have a set of particles with flux f; aimed at another set of ny target
particles. The flux is p;|v; —vs|, where p; is the density of the incoming particles and
v1 — vy is the relative velocity between the first set of particles and the second (we assume

IPeskin calls this amputated.
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that the velocities are parallel). Then the interaction rate of the two sets of particles yr

is proportional to fino,

dl
— =0 fins. 5.3.1
L fine (5.3.1)
Since % has units of 77! and fino has units of T-'L~2, ¢ must have units of an area.
We call o the cross-sectional area, or just cross-section, and indeed it would equal the
cross-sectional area if the particles were hard classical spheres.

After a time 7' the total number of interactions is

1= O'fanT . (532)

The total number of interactions is equal to the number of the first set of particles, nq,
multiplied by ns, times the probability P, that the particles will interact. Let us now
suppose that our experiment is inside a volume V' and that there is only one particle in
each set. We then find that

v

o= ——"—
|U1—U2|T

Pr. (5.3.3)

Hence to find the cross-section we need Pjs.

We first assume that our two interacting particles are scalars and that in their inter-
action they produce two or more other scalars. The total number of produced scalars
should be summed over since they all contribute to the interaction probability. However,
one can also consider partial cross-sections where one distinguishes what type of final
states one has. We will assume then the cross-section we compute corresponds to a final
state with m particles.

Let the incoming state be |E1, E2> and the outgoing state be |p1, ..., o). We do not
necessarily assume that any of the particles come from the same scalar field, so they
could have different masses, etc. According to (5.1.9) the probability to scatter into this
state is

|<ﬁ17 ce. aﬁm’T’kla k2>’2
(K1, kalk1, k2) (P, - - s DD, - - Dim)

27)464( Py — Pa)]” VI
_ [(27)*6* (P — P (1, Do M1, )2,

(2k9)(2k9)[(2m)*5% (0)2] (200 (2m)°5°(0))

J

Py =

(5.3.4)

where P, = k1+ky and P, = ij. The several d-functions evaluated at zero are

J
strictly speaking infinite. However, we can deal with them as follows: We note that

(23 53(F) = / e (5.3.5)
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If we set k = 0 then the right-hand side is the volume, which we cut-off at some arbitrarily
large size V. Likewise, we have that

[(27) 464 Py — P)]” = [(27)16%(0)] (21)*6* (P — Pon) = VT (27)*6*(Poy — P )(5.3.6)

where T is the integrated time for the process.
The cross section will be inclusive, meaning that all possible final state momenta
should be integrated over. The proper normalization for an integration over momentum

3
in a volume V is V/ B Z))?), hence using (5.3.4) and (5.3.3) we finally obtain
m

_ d’p; 454 - > T2
rom = G |v1—v2|/] [(magy ) (279" P o |l B
(5.3.7)

where S is a symmetry factor when some or all of the final state particles are identical.
Notice that all factors of V' and T have dropped out! Furthermore, this expression is
Lorentz invariant, even though the first term might not look so. However, one can show
that

(2K0) (2K o1 — va| = 2 ((s—m3—m32)>—dm3m32)"? (5.3.8)

where s is the Mandelstam variable s = (k; +kg)?%.

Let us consider the example of 2 — 2 scattering for scalars coming from a single real
scalar field. In this case the outgoing particles are identical so the symmetry factor is
S = 1/2. The incoming particles have the identical mass m; = ms = m, hence to lowest
order in the coupling the cross-section can be expressed as

S /( d3p1 )( d3p2 )( )464( — P)
4 /s(s — d4m?) 2m)32p) ) \ (2m)32p8 o

(5.3.9)

where we used (5.2.29) for the M-matrix. Let us now assume that we are in the Center
of Momentum (COM) frame. In this case ky = —ky and p) = —ps. It is common practice
to drop the symmetry factor, but then restrict p; to the forward direction. We then have

) (203 (2B K0 —K0)

o =
s 2./5(s — 4m?) /fwd< 2m)3 2E1)

pidpy dS2

gm/fwd <—2E>

plEldEl dQ)

Nm/fwd <—2E>

- X = /dQ,
2¢/s(s — 4m?) 3212 E} Jga

) (203 (2B — K0~ K0)

(2m) 25— 30— 34D

(5.3.10)
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where we set F; = p{. In the COM frame s = 4E? while s — 4m? = 4p?  which gives us

)\2
= das). 5.3.11
022 6472 s /fwd ( )
The integral over the solid angle gives 27 (since it is only in the forward direction), hence
the cross-section is
/\2

= ) 3.12
722 327 s (5.3.12)

However, when measurements are made of the outgoing particles, the angles into which

they scatter are generally known. So usually one expresses a differential cross-section
doao

<2

, which in this case is

doayo . A
dQ  64n?s’
Let us now compare this result to the scattering problem in quantum mechanics (cf

chap. 11 of Griffiths). Here one has an incoming wave-function 9;,(#) = e™** which
scatters into a sum of partial waves

(5.3.13)

eikr

2041 s ethr
> = (me* —1)Py(cos0) = — F(0), (5.3.14)
— 21 k r

Yous (T) &

r

where Py(cos ) is the appropriate Legendre function, d; is the phase-shift in the ¢ channel
and n,=1 (n,<1) if the scattering is elastic (inelastic) in this channel. The scattering can
be thought of as two-body in the COM frame where 7 is the relative separation between
the two particles. The relative velocities between the particles is |v; — vo| = 2k/m if the
velocities are nonrelativistic. For £ >> m then the relative velocity approaches 2. The
flux per particle is the probability density multiplied by the relative velocity. Therefore,
for the incoming flux this is ¢} (7)), (7) v = v up to a normalization factor. The flux
per unit solid angle for the outgoing scattering is 7, (7)Vou (F)r? v = v|F(0)|?, up to
the same normalization constant as the incoming flux. Therefore, the cross-section per
unit solid angle is the outgoing flux/solid angle divided by the incoming flux,

d_O' o ¢éut(F>1/}out(ﬂT2 v
40 ", ()

If we now compare (5.3.13) with (5.3.14) and (5.3.15) we see that the scalar particle
scattering only has a contribution in the £ = 0 channel, that is the s-wave channel. This
is easily understood, the incoming and outgoing particles are spinless and the interaction
is pointlike, meaning that there cannot be any orbital angular momentum. Thus, the
total angular momentum is zero.

There is a physical limit to the cross-section. If we assume only s-wave scattering,
then F'(0) is given by

= |F(O)]2. (5.3.15)

1 )
F(f) = o (1o €*% —1). (5.3.16)

96



8.323: QFT1 Lecture Notes — J. Minahan

|[F(6)[* is maximum when 7y = 1 and dy = 5, in which case

1
|F(0))* = R (5.3.17)
In the COM frame we have that 4 k? = s — 4m?. Hence, we see that for high enough s
(5.3.13) will violate this bound if A > 16 7. Such a breakdown would violate unitarity,
which is a statement about the conservation of the probability current. However, it is
also true that when A > 16 7, perturbation theory breaks down and the result in (5.3.13)
cannot be trusted.

5.4 Scattering for fermions

5.4.1 LSZ for fermions

We proceed as in the scalar case. We first note that for an incoming fermion particle
state |k, +,s), with momentum k, charge ¢ = 41 and spin s, the one-point function
between the state and the vacuum for the renormalized field ¥g(z) is

(Olr(@)|k, +,5) = e ™ u (k). (5.4.1)
while for an anti-fermion we have

([ R(@)|k, =, 5) = e ™ 0°(k). (5.4.2)
For the outgoing states we find

(F.+sfigl@)l0) = e (E)
(F = sfur(@)lo) = o (F). (5:4.)

Just like the scalars, these are the same relations one finds for the free particle case. Fur-
thermore, the dressed fermions are the free fermions without the counterterms. Hence,
a similar LSZ construction is possible for the fermions.

The combinatorics is messier for the fermions, so we shall limit ourselves to certain
cases in the incoming and outgoing states. It’s clear by angular momentum conservation
that the number of fermions minus the number of anti-fermions cannot differ by an odd
number between the incoming and outgoing states. If we include the vector charge,
then the number of fermions minus anti-fermions is conserved?. For one fermion in the
incoming state |E, +,8) free = G%T|O>free and one in the outgoing state fee (P, +, 7| = free<0’a%
we have

<]77 +7 T| : Ea(xlﬁ/}ﬁ('zé) : ’EJ +7 5>frcc = eip'xlﬂg(meiiszuéﬁl;) ) (544)

2If we have Majoranna fermions (problem 3.4 in Peskin) then a fermion is its own anti-fermion and
1 — €%4 is no longer a good symmetry. Unless explicitly stated, we assume that the fermion number
(fermions — anti-fermions) is conserved.
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while other combinations are given by

(B, =] Pa(r0)vs(2) : | = )i = —eP 0 (D)e” T (K)
(O] = Do (w1 )s(a) : [kr, 4, 51 ka, = sa)mee. = €172 (R )e ™23 () . (5.4.5)

For two free incoming fermions (both with q=+), where the state is |El, +,81; Eg, +, 89) free =
Z” S2T|0>free and two outgoing free fermions geo (D1, +, 71; Po, +, 72| = free<0|a 2 ’"1 we have
the relatlon

(p1,+,71; D2, +, 7’2| (1) (:C2)w51( 3)Ug, (24) \Eb—i‘ 813527+782>free
= (P () () — € (e ()

1

22 u
% (e,Zkl.gM (];f ) —iko w3 u52 (]i] ) —iky-x3 “,81 (El)efikz-am UZ’QQ (]5‘2)> ,

(5.4.6)
while for other combinations of in and out fermions the relations are
<ﬁ7 ,T1;5 D2, — 7"2| (%)Eo@(b)@/}ﬂl($3)¢62(l‘4) : |El7— SI;E27_a32>free
( ip1-T3 rl 1;02 z4 ng (p ) ezpl T4 471 ( = ) ip2-T3 UE (p ))
x ( 72, (B)e = 72 (Ra) — e 3, (B)e = 73 (7))
(5.4.7)
and
(P1,+, 715 P2y —, o] 1 Y X0 o (T )E L (2)Vs, (23)108, (24) |E1, +, 813 Ez, —, 52) free
- (eiprm agll (ﬁl)e ka2 5 1) (E ) — etP1®2 EQQ (ﬁl)eflk?ftl 5321 (]22))

« (e—ikl-mg ugll (kl)elpz T4 )72 (ﬁ ) —iky-x4 ugl (El)ezm 3 UgQ( )) (5 4. 8)

2

We next write the analogue of (5.2.7) for fermion propagators

p—ibT /d4y/ d4q e~ (z—y) i J —m+ie e~ iky
)4 A —m+ e )

- / dby S — y) K ik (5.4.9)
i
and
/d4y/ dq iy oW —m+ie i o
27) 1€ i 4 —m+ e
/d4y —meie Sp(y — x) e, (5.4.10)
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It is then straightforward to show that

(D1, +, 715 D2, +, 72 Ea (x >wa2($2)w51<x3)¢,@2($4> : |E17+751;E27+752>free
2

/H yje i) H 40P I2)

Yo— m+26 Y1—m+tie
1

; V() (1) ————(y3) : Vo, (21) U, (22) 1, (23) 1, (24) :
(T ) T ) ) (5.411)

Using the same arguments as in the scalar case, the 7 matrix for fermion-fermion scat-
tering is then

< (T [am ()

(P1,+,71; D2y +, T2|iT|E1,+;81;E27+7S2>

/H y;e ki U7 H(d4yj+geipj'yf+2)

([ P g () ) oxp (i e (o))
() T (R T )

/ (7 [oxp (if i) 5012

As in the scalar case, this is a truncated diagram, although with the added feature of
having the Dirac wave-functions u*(k) attached. For anti-fermion anti-fermion scattering,

P20 ) with ) 22

anti-fermion scattering we replace half the terms.

one replaces " (ps) v"2(py), etc. For fermion

5.5 Feynman rules for fermions
Before we can compute the truncated diagrams in the last section we need the Feynman

rules for fermions. We will consider two types of interacting terms in this section, a
Yukawa interaction with a real scalar and a four-fermion interaction.

5.5.1 Yukawa interactions

The fermion propagator is

— d*k i .
Sp(z) = 0)) = ik 5.5.1
bla) = ()3(0) = [ o e (551)
In momentum space we draw the propagator diagram as
i
- = : (5.5.2)
—m+
L K —m-+tie
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The direction of the arrow matters since the propagator is not invariant under k* — —k*.
It points from the ¢ to the ¢. Equivalently, it points in the direction of propagation for
a fermion, or in the opposite direction of propagation for an anti-fermion.

A Yukawa potential comes from the coupling between a scalar and fermion bilinears.
In the simplest case where there is one real scalar and one Dirac fermion, the contribution
to the action is given by

Ly =—gov, (5.5.3)

where ¢ is called the Yukawa coupling. With fermions present, it is customary to draw
scalar propagators using dashed lines,

(5.5.4)

where we use M for the scalar mass. The scalar-fermion-fermion vertex is drawn as
== = —ig (2m) 0% (ky + kg + k3) (5.5.5)

where k; is the momenta entering the vertex. In addition, we have the rules
e Integrate over undetermined momenta

e Attach u (E) (v°(k)) for an incoming fermion (anti-fermion) with spin s. Attach
@ (k) (v (k)

e Multiply by (—1) for every fermion loop. Trace over Dirac indices for closed fermion
loops.

) for an outgoing fermion (anti-fermion) with spin 7.

To see where the last rule comes from, observe that a fermion loop arises from a series
of contractions with the form

| T — |

(z1)(my) b (wo)h(wa) o (@ )Y (Tn) (2 )Y () - (5.5.6)
—
The neighboring contractions have the form ¥ (z;)1(z,41) = Sr(z;—x;.1) while the outer

1 —
one is (11 )¢(x,) = —(x,)Y(21) = —Sp(2, —71). The neighboring propagators, which
are 4 X 4 matrices, are multiplied together, with a final mulitplication by —Sg(z, — x1).
But since the Dirac index on t(x) is contracted with the index on 1 (z;), there is an
overall trace on the product.
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We now consider the amplitude for fermion-fermion scattering with the Yukawa po-
tential. At lowest order in perturbation theory the relevant diagrams are

u817k1\( /lphﬂrl

: = (2m)*6* (k1 +ky—p1 —p2)(—ig)?

PN

u”, k‘g/‘ \l P2, u'"
(u G )T @) (R i@ (e (Ba)a (5 >81<E1>>
(b1 — k1)? — M7 + e (1 — k2 — M2+ ic

(5.5.7)

where the relative minus sign comes from the exchange of the first and second outgoing
fermions. Therefore, to leading order

(P, +, 713 Do, +, 72| M1, +, 515 ks, +, 52)
_ (W (B (R (o)u () 7 <ﬁ1>u52<122>w<ﬁ2>u51<za>) (558)

(p1 — k1)? — M2 +ie (p1 — ko)? — M2 +ie

This expression has a pole in the t-channel when ¢ = (p; — k;)? = M?, and a pole in the
u-channel when u = (p; — ko)? = M?. However, since the p; and k; are on-shell, ¢ and u
satisfy ¢ < 0, u < 0. Thus, the poles are never reached for physical particles.

To find the cross-section for this process, we assume that the final spin states are not
determined, meaning that they should be summed over. Hence, the cross-section is

ns = === [ () (o) 29" (P
- 4y/s(s —4m?) =~ 2m)32p] ) \ (2m)32p8 o
2

. (5.5.9)

X <ﬁlu +7 rl;ﬁ% +7 T2|M|E17 +7 S1;5 EQ? +7 52>

where we included the symmetry factor S = 1/2 since the fermions are identical. We
then use (4.1.35 — 4.1.37) from the fourth chapter of the notes to write

2

1,72

2

a e (R ) (B)| = w0 (B s+ (B () o+ m)u ()

= 4(py-ki4+m?)(pa-ka+m?) = (t — 4m?)%(5.5.10)

where we used that t = (p; — k1) = (p2 — k2)?. Similarly,

D

1,72

(i )u? (ko) ()u™ (k) g (u—4m?)?, (5.5.11)

where u = (py — k1)2 = (p; — k2)?. For the cross terms we encounter the combination

Z—Tl utt (k)T (Pa)u? (ko @2 (ko )u™ (0 )T (K )u™ () + cuc.

71,72

= @2 (ko) (1 +m)u (k)T (k) (o +m)u (ko) + ce. (5.5.12)
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To go further with this expression we will assume that scattering arises from a collision of
two beams of unpolarized fermions. This means that the spins of the incoming fermions
are random and should be averaged over. To take the average we sum over s; and s
and divide each sum by 2. Applying this to (5.5.12) we get

111 > w2 (k) (1 +m)u (k) (k) (P2 +m)u (k) + cc.

51,52

= i(Tr (@1 +m) (K1 +m) (o +m) (Ko +m)] + Tr [ 1+m) (Ko +m) (2 +m) (k1 +m)])

= TR m) - m) (o ) (o +m)] (5.5.13)

We then use the Clifford algebra in (4.1.4) in the fourth chapter of the notes to derive
the trace relations for the v-matrices,

1
Te[y"y"] = Ty + 979" = i Te[l] = g™

I/)\U‘]

Tr[y*y" vy YT 4 AT

1
= ST 9"y
v (o 1 v (o2 v g
= TR+ ST+
_4,LLU)\0_;L)\T V.o lT VAN O T
= 4 =Ty ] 4 STy (0" 497
= 4 (17“”77’\” — AT 4 ”)‘) ) (5.5.14)

The trace of an odd product of y-matrices is zero because the Clifford algebra and the
cyclicity of the trace reduces any combination to a sum of traces of a single y-matrix
multiplied by n*” factors. With these results and after some manipulations, the result
in (5.5.13) reduces to

%Tf (' 1+m) (K1 +m) (2 +m) (K2 +m)]

=4 (m4 + 2m*(p1-patp1-k1+p1-ka)+p1-kipe-ka—p1-paka ks +p1'/€2p2'/€1)
=4sm* —ut. (5.5.15)

Putting everything together, we get for the cross-section (assuming unpolarized fermions)

T 4@ / ((Qi;é?;p(f) <(2g§;p3) (278" (Fows = Pl
(( (t —4m?)? (u — 4m?)? Asm? —ut

- 5.5.1
t=M2+ie)?  (u—M?+ic)® (t—M2+ie)(U—M2+ie))(55 )

Assuming we are in the COM frame and following the steps in (5.3.10) we then find

gt / 40 (t — 4m?)? N (u — 4m?)? 4sm?—ut
6472 s Jiwa (t—M?+ie)?  (u—M2+ie)?  (t—M?+ie)(u—M?+ie) )

(5.5.17)

029
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Therefore, the differential cross-section is

dosss gt (t — 4m?)? (u—4m?)? 4sm?—ut (5.5.18)
dQ  64m2s \ (t—M2+ie)2  (u—M2+ie)2  (t—M2+ie)(u—M2+ie) )

One can express the Mandelstam variables t and u in terms of s and the polar angle,

0 0
t = (4m? — s) sin® 3 u = (4m?* — s) cos? 3
2 2 20 90 2 220 2 0
t—4m* = —4m* cos 5 s sin” o, u—4m* = —4m*sin 58 cos 5(5.5.19)

and then insert these expressions into (5.5.18) to find the angular dependence of the
differential cross-section.

In the case where M? >> m? and M? >> s, |t|, |u|, the differential cross-section
reduces to

d ! 3.1
2252 = 647r2gs I ((s — 4m?)? (Z + ZCOSQ 9) +4m28) : (5.5.20)

From the partial wave expansion in (5.3.14) we can see that this is a combination of
angular momentum ¢ = 0 (constant in §) and ¢ = 1 (cos?#) partial waves. This should
be expected. At energies where s,t,u << M?, the interaction is effectively point-like
(to be justified below), so angular momentum can only be coming from the spins of the
particles. The particles are spin 1/2, so the total angular momentum can only be J =0
or J = 1. The outgoing fermions can have total spin of S = 0 or S = 1. Hence to
conserve angular momentum there could be an orbital angular momentum of ¢ = 0 or
¢ = 1. If the total incoming and outgoing spin is S = 1, it might seem to be possible to
have ¢ = 2 and still conserve angular momentum. However, the outgoing states cannot
be in an S = 1, ¢ = 2 state because this violates fermion statistics. Both S = 1 and
¢ = 2 are symmetric under interchanges.

When s, t and u approach the order of M? then the angular dependence in the
denominators in (5.5.18) becomes important and higher ¢ modes appear in the cross-
section. What happens at these higher energies is that the fermion-fermion interaction
is no longer point-like and so the incoming fermions can have significant orbital angular
momentum.

Let us now turn to fermion anti-fermion scattering in the Yukawa theory. The relevant
Feynman diagrams are

u81akl\l\/ /lpbﬂrl
L > — (28 b+ 1 —p2) (i)
~ /\
U827k2/‘ \p27v7"2
y T () ust (k1) 0% (R )v™ () B i 0% (K )ut ()@ (510" ()
(pl—k1>2—M2+i€ (k?1+k?2)2—M2+i6

(5.5.21)
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Now the poles are in the ¢ and the s channels. In fact, if M? > 4m? then the s-
channel pole is attainable for on-shell particles. This leads to an enhancement of the
cross-section at s = M?, called a resonance. The resonance arises from the fermion
anti-fermion colliding to form a physical scalar particle.

But the same Yukawa interaction that leads to creation of the scalar particle also
leads to scalar particle decay into a fermion anti-fermion pair. The single particle wave-
function for a zero momentum particle that decays is given by W(x) ~ e *M=I*/2 guch
that the probability density is UT(2)¥(z) ~ e I, where I'"! is the particle lifetime. We
can see that the effect of the decay is to give the particle a complex mass, M — il'/2.
This then moves the s-channel pole further down into the lower half-plane (it was already
there to begin with because of the ie).

The amplitude in (5.5.21) is very similar to the amplitude in (5.5.7). This is because
of a symmetry of the amplitudes called crossing symmetry. In this particular case, the
transformation is ko <> —pg, 79 <> So. As far as the Dirac wave-functions are concerned,
the transformation is u™ (ky) — v™2(7,), W2(7s) — 7 (k). You can see that the crossing
symmetry is generated by twisting the bottom incoming and outgoing fermion lines. It
is easy to see that this transformation takes the t-channel to the t-channel. With a
little more perseverance one can also see that the twist will take the u-channel to the
s-channel.

5.5.2 Particle decays

To find the decay rate for a particle we need the probability for a transition. Similarly
o (5.3.4), the probability for a particle with 4-momentum k* to decay into m particles
is (neglecting for the moment internal quantum numbers for the outgoing particles)

(P1s - - P TR
><ﬁl7 ot 7ﬁm|ﬁl7 o 7ﬁm>
[(27)464 (Pt — Pu)]

(2k)[(2m)26(0) ] ] (265 (2m)°6°(0))

J

Py =

Syl

(K

1By, Bl MEr, K[ (5.5.22)

If the final state is a fermion anti-fermion pair, then the rate to decay into any such
configuration is the probability divided by the time over which the transition takes place,

P d3 d3
¢—>¢¢ - D1 P2 44 .
b= T 9k0 Z/( 2T 32p1> <(27T)32p8) (2m)°0% (Pout = Fn)

1,2

- |2
X ‘(ﬁl7+,rl;ﬁ2,_,T2|M|k5>‘ 5 (5523)

where we used (5.3.5), (5.3.6) and the standard measure for integration over the mo-
mentum given just above (5.3.7). The decay includes all possible final spin states for the
fermion and anti-fermion, so the rate includes a sum over the spins. As in the case for
the cross-section, all volume factors V' have divided out.
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To lowest order in g the M-matrix is

/lplaﬂrl
(Bro 715 P, — ol MIE) = |k — —==- = —igu"(py)v"(p2) .(5.5.24)

\( P2, (e

Therefore,

512
S| B = e MIB)| = ¢ Tes + m) (2 —m) = 4g° (pr-pa—m?)

71,72

= 2¢*(M? —4m?), (5.5.25)

where in the last step we used momentum conservation for the decay. If we go to the rest
frame of the decaying particle, which is the COM frame, then k° = M and the J-function
in (5.5.23) gives p = —p;. Therefore, the rate is

r — gz(M2—4m2)/ d3p;

(2m)o(M — 2p))

M (2m)3(2p7)?
20172 2 07,0 20142 213/2
g*(M?* — 4m?) /plpldp1 0 g*(M?* — 4m?) /
= (M —2 = 5.5.26
7 M 22 P) 8 M2 (5.5.26)

5.5.3 Scalar self-energy

Here we describe the one-loop contribution to the scalar self-energy in the Yukawa theory.
The relevant Feynman diagram is

P —

—i%(k*) = k — -- - = (—1)(—ig)2/(

— p—k

d*p i i
Tr , ,
2m)t T | —mtie p—k —m—+ie

(5.5.27)

where the (—1) is for the fermion loop. Notice the signs of the momentum of the second
propagator. We are assuming that p runs through the top fermion propagator from left
to right, hence by momentum conservation the bottom propagator has momentum k£ —p
from left to right. But the signs are determined by the direction of the arrow, which in
this case goes right to left, so we use p — k. To evaluate the trace we write

" Ld i i T tm) K +m)
—m+iey —k —m+ie (p2—m?+ie)((p—k)?—m?2+ie)
A(p* = p-k+m?)
(p? —m?+ie)((p—k)>—m>+ie)
2 2 2(k? — 4m?)
TP —mitie  (p—kPE—mitic | (P—mEtie)(p—k)P—m2+ie)
(5.5.28)

105



8.323: QFT1 Lecture Notes — J. Minahan

Substituting back into (5.5.27) we have
dp 1 d*p k? — 4m?
—i%o(k*) = —4g° 29 /
mu) = 15" [ G+ | G g
(5.5.29)

where we shifted the integration variable for one of the integrals from p to p — k. Both
integrals we have encountered before in our study of ¢* theory, so we can simply borrow
the results from there. The first integral is found in (3.3.16) of chapter 3, while the second
integral is discussed in (3.4.9 — ImQ) of the same chapter . The first integral gives a
mass-shift that can be cancelled by a counterterm. The second integral can be found by
comparing to the first line of (3.4.9) in the third chapter and then using (3.4.11). Hence,
we find

2 (1.2 2 2 2
o _ A2 gk —4m?) (1 f k

with Q(z) defined in (3.4.12) and Am? the contribution from the first integral in (5.5.29).

If we set k* = M? then 3(M?) is the total mass-shift, the real part of which can be

canceled by a counterterm. Our interest is in the imaginary part. Using (3.4.13) in the
third chapter , we have that

M2 v M? — 4m?
Im (Q (_m2 + ZE)) I VAR (5.5.31)
Thererfore,
9 2 2\3/2
o ImEe(M) _ (M2 - dm?) (5.5.32)

which agrees with (5.5.26).

5.5.4 Four fermion interaction

The other type of potential we consider is a 4-fermion interaction with the interaction
Lagrangian

Lo = 3G B@)o(a) Blayi(x). (55.3)

We actually will not go through the derivation of the cross-section, because we can get
it directly from the Yukawa analysis.
The scalar part of the action for the Yukawa coupled theory is

Sscalar = /d4$ (%au@au(b - %M2¢2 - 9¢%¢) . (5534)

Since the scalar part is quadratic in ¢ we can do the functional integral for the scalars
in the path integral. Hence,

[ poes oy (i [[atadty 3T e@Gee TG ) - 655
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Therefore, the fermions have an effective action
2

Seft = /d4x ()G9 — m)Y(z) — %/d4$d4y (@) (2)Gr(z — y)d(y)d(y) (5.5.36)

where Gg(x — y) is the Feynman propagator which leads to an effective non-local inter-
action between the fermions. The interaction only has a range of M !, as you can see by
considering = —y space-like separated, which for |z —y|M >> 1has Gp(z—y) ~ e~ M=y,
Therefore, the effective potential between the fermions has an exponential suppression
for distances greater than M~'. Hence, if we consider scatterings with s << M? then
the interaction is effectively point-like since the particle’s deBroglie wave-length is much
larger than ML,

If s << M?, then we can simplify the effective action even more. In this case the
scalar kinetic term is less important than the mass and Yukawa terms. Now we have

e [ e (5007 g0 ) (5537
and ¢ becomes a Lagrange multiplier. Solving for ¢ we get
6= —< () () (5.5.38)
Substituting this back into the action we reach the effective action for the fermions,
S = [ (B - o)+ L BT . 6539

2

Comparing with (5.5.33) we identify G = % Now, if we assume that the four-fermion
interaction in (5.5.39) is the action and not just the effective action for low energies,
then from (5.5.20) we find that the differential cross-section to lowest order in G is

2
dgdgﬂ = 6:; . ((5 — 4m?)? (Z + iCOS2 0) + 4m25) (5.5.40)
for any value of s.

But for high enough values of s (5.5.40) will run into problems because the cross-
section grows linearly in s and eventually will cross the unitary bound that has the
cross-section falling off in s™!. So basically, a four-fermion interaction only makes sense
at relatively low energies where there is no danger of crossing the unitary bound. Once
s becomes large enough another theory needs to take over. You can see that the Yukawa
theory does not have these problems, assuming ¢ is in the perturbative regime, because
the denominators in (5.5.18) also grow with s, such that at very high energies the term
inside the large parentheses approaches 3 and the cross-section has an s~! fall-off.

Why is a four-scalar interaction fine as far as the unitary bound is concerned, but
problematic for four fermions? The answer has to do with the dimensions of the cou-
pling. The scalar coupling A is dimensionless. Hence, for very high energies when s is
greater than any mass-scale, the cross-section must behave as ¢ ~ A2s~! by dimensional
arguments since there is no other scale around. However, G has dimension D = —2 since
the fermions have D = 3/2. Hence, at very high energies the cross-section has to behave
as o~ G?%s.
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Chapter 6
Photons and QED

In this chapter of the lecture notes we begin our investigation of Quantum ElectroDynam-
ics (QED). We will discuss gauge invariance and the electromagnectic field, quantization
of the field and the Feyman rules for QED. We also consider some elementary (relatively)
scattering amplitudes.

6.1 The gauge field

6.1.1 U(1) gauge invariance

In the first and fourth chapter of these notes we discussed a global continuous symmetry
for complex scalar fields and Dirac fermions. The transformation for both types of fields
is

Ba) = o), B@) 5 @)
Ua) = ), D) - de)e (6.1.1)

where 6 is constant in x.
If we attempt to make this transformation local, where § = 6(x), then the kinetic
terms d,¢"0"¢ and i)@¢) are not invariant, but instead transform as

0,0" "¢ — (0,—i(9,0))¢" (9, +i(0,0))
(@)@ — i +i(90))Y (6.1.2)

because of the derivatives acting on the ¢ factors. We can restore the symmetry if
we replace the derivative 0, with the covariant deriative D,,, where

D, =0,+ieA, . (6.1.3)
Under the transformation A, transforms as

A, A—Yto0 6.1.4
0 CEA
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and we see that the 0,0(x) terms cancel, leaving the Lagrangian invariant.

These local transformations are called U(1) gauge transformations. At each space-
time point the transformations are elements of the U(1) group, where U(1) refers to one
dimensional unitary transformations, in other words, multiplication by a phase. A, is
called the gauge field and it appears in its own kinetic term

—le Y (6.1.5)
where F),,, is the field strength,
F,=90,A,—0,A,. (6.1.6)
The six components of the electric and magnetic fields sit in the six nonzero entries of
FE,,, with
E; = Fy; B; = —%Eiijjk. (6.1.7)

F,, is invariant under the gauge transformation, hence so are E, B and the kinetic
term. The parameter e is the gauge coupling. It is sometimes convenient to make a field
redefinition A, — %Aﬂ, in which case the coupling only appears as an overall 6% factor
in front of the kinetic term.

If we assume that the gauge field couples to a Dirac fermion field, then the Lagrangian
is

1 —
L= _ZF“”FW + (P —m)p, (6.1.8)
and the equations of motion for the gauge field are
oL oL
Oy — =0
"00,4, 0A,
= =0, F" 435" =0, (6.1.9)

where j¥ is the electromagnetic current,

§ = e (6.1.10)
Hence we see that this is the vector current we discussed previously, multiplied by the
coupling. Using results in the fourth chapter, we find that

Q, azj} = ea%T Q, b?] = —e b? : (6.1.11)

where @ = [ d®zj°. Therefore, we see that the fermions have one unit of electric charge
e, while the antifermions have electric charge —e. Peskin uses e = —|e|, that is the
fermion has negative electric charge and hence can be identified with the electron!. The
anti-fermion has positive electric charge and is the positron. Other textbooks use the
opposite convention. To cause as little confusion as possible, we will stick with the Peskin
convention.

Tt can also be a muon or tau particle, but we will usually assume that it is the electron unless stated
otherwise.
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6.1.2 Quantization under Lorenz gauge

If we assume that the currents are zero, then the equations of motion for A, become

02A,—0,0,A" = 0
= (nu0°=08,0,)A" = 0. (6.1.12)

The physics should be invariant under gauge transformations, so we can “choose a gauge”
where the equations simplify. For instance, we can always make a gauge transformation
such that d,A" = 0 after the transformation; one chooses the gauge parameter 6 such
that 9%0 = e, A*. This is called the Lorenz gauge?. The nice thing about the Lorenz
gauge is that it keeps the Lorentz invariance manifest.

We want to preserve the Lorentz covariance after quantizing the gauge fields. This
means that we want to find a set of a canonical momenta II#(x), such that

[A(Z,4), 11" (7, )] = i0,”6°(Z—17) . (6.1.13)

However, the canonical momenta are given by

v _ a‘c _ Ov
(x) = DA F™. (6.1.14)
Therefore,
IV () = Ej(z), 1°(z) =0, (6.1.15)

and so it seems that we cannot construct the above commutation relation for Ay because
we do not have a II°.

We can circumvent this difficulty by adding the additional “gauge fixing” term to the
Lagrangian,

Ly = —% (9,AM) . (6.1.16)
After integrating by parts this becomes
Lot = —5 (B0A) (°A°) — 4,0 A" — 2 (DA (6.1.17)
The full Lagrangian for the gauge fields is then
L= —EFWF‘“’ + Ly = —%@AV@“A”, (6.1.18)

and so the canonical momenta have the more standard form

oL
I’L p—
)= 50,4,

= -9 A" (x). (6.1.19)

2Ludvig Lorenz (1829-1891) was a Danish physicist and should not be confused with Hendrik Lorentz
(1853-1928) who was Dutch. Many older textbooks (including Peskin) have called it the Lorentz gauge,
which is now thought to be a typo that promulgated through history. Lorenz introduced his gauge soon
after Maxwell introduced his equations, when Lorentz was only 14 years old.
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Furthermore, the equations of motion from £ with Ly included are now
0*A, =0, (6.1.20)

the equations one finds in the Lorenz gauge. Thus Ly fixes the gauge to the Lorenz gauge.
The gauge-fixing term is not gauge invariant, but this is expected; it cannot be gauge
invariant if its effect is to pick a particular gauge. Let us look at this another way. The
equations of motion are found by extremizing the action under variations of A,. Suppose
we restrict the variations in A, to pure gauge transformations, 64, = 511# =0,00. I,
is independent of such transformations, so the variation of the action is

65 = / d'x(—8,A")0,0 A" = / d'z(—8,8,A")5 AV . (6.1.21)

Hence we get that 0,A* is a constant if 45 = 0. If we assume that A, is not divergent
as x¥ — 00, then the constant is zero.

From the equations of motion in (6.1.20) we see that each component of A, satisfies
a massless Klein-Gordon equation. Using this as well as the commutation relations
in (6.1.13) and the canonical momenta in (6.1.19) we can go straight to the second
quantization for the gauge field,

d3k —ik-x T ik-x
Au(fﬁ) :/W <CL#E€ —l—auEeJ“ ) s (6122)

where a,i and aL 7 are the annihilation and creation operators for the gauge field. From

the equations of motion we have that k° = |k|. The commutation relations for the
annihilation and creation operators read

a7 al ] = —2k0(2m)*6% (k=K' )y (6.1.23)

Note that the commutation relations for the time component have the opposite sign as
that for a real scalar field. This is because the kinetic term for Ay in (6.1.18) has the
opposite sign.

We can then construct the Hilbert space as a Fock space where a ;|0) = 0 and all
other states are generated by GLE‘ But the presence of 7, in the commutation relations

raises some issues. Most worrisome are the existence of negative normed states, for
example, the state al -|0), which would seem to be a complete disaster. The resolution
of this difficulty is that the Hilbert space contains not only the physical states, but
nonphysical states as well. In particular, the physical states satisfy the gauge condition,

(phys|0, A" (x)|phys) = 0. (6.1.24)
Since this is true for any physical state, we can rewrite the gauge condition as

(phys'|9, A" (z)|phys) = 0. (6.1.25)

111



8.323: QFT1 Lecture Notes — J. Minahan

for any two physical states. We then write a state in the Fock space as

kr ke, o K 6a) = [T 6l 10), (6.1.26)

J=1

where the §§L are the polarization vectors. We then see that gauge condition (6.1.25)
requires

kj-&=0. (6.1.27)

This then gets rid of the negative normed states.

However, there are still zero normed states which survive the condition in (6.1.27).
This will happen if one or more of the polarizations satisfies £§ ~ kJ, in which case
;& = 0. These states are here because the Lorenz gauge condition does not completely
fix the gauge; we can make the gauge transformation 4, — A, — %8#9 and still preserve
the Lorenz condition if 90 = 0. The particles with zero norm are the quanta of this
pure gauge field. Hence, if we start with a physical state and then perform a gauge
transformation, we get back the original state plus a state with zero norm. It is in this
way that physical measurements like expectation values etc. remain gauge invariant.

This leaves two independent polarizations for £#, both of which are transverse to k.
It is convenient to write the polarization vectors as fl([\) and to write the gauge fields as

Z / o) 32k0 g(A)(E)( % 7zk-x+al(;A)T €+ik-z> 7 (6.1.28)

where the sum over A\ corresponds to the two photon polarizations. The commutation
relations are

(0™, a1 = 280 (27 )363 (K — k) 6™ (6.1.29)

kK

and the reduced Fock space constructed from the a]% " has positive definite norm. The

polarization vectors not only satisfy k- &™) = 0, but can be chosen to be transverse in
the spatial components as well, k- 5@) =0.

It is not enough to reduce the states to the positive normed states. We will also need
to show that once interactions are included, states with zero or negative norm will not
be produced. It turns out that such occurrences are prevented by a feature found in all
gauge theories called a Ward identity, which we will come back to in chapters 7 and 8.

6.1.3 The gauge field propagator

In the free theory we can consider the time ordered correlator

G (k) = / d*z e* " (T[Au(z)A,(0)]) . (6.1.30)
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The correlator has a structure similar to the real scalar field, with an extra factor coming
from the Lorentz indices. Using the commutation relations in (6.1.23), one finds that
the correlator is

_Z'n »
G (k) = = +“Z,€. (6.1.31)

However, there are other gauge equivalent forms of the correlator. To see this, we
define the projector,

By = 1y —9720,0, . (6.1.32)
If we square P, we find
PP’y =nn—2020,00+07%0,05 = P, (6.1.33)

demonstrating that it is a projector. We then let A,(z) = P, A"(z), where it is clear
that

8, A" = 9, Pr, AV = §,A" — 9,A" =0, (6.1.34)

hence satisfying the Lorenz gauge condition. If we replace A,(x) with ZM(:E) in the
correlator, we then find
_ _i(nuv_kuku/kg)

G (k) = o . (6.1.35)

where 1,, —k,k,/k* is the projector in momentum space. If we also replace A, (0) with
A,(0) then we get the same thing since P,, is a projector.

It is important to note that whichever correlator we use, one gets the same result for
&G (k) if € - k= 0. In fact, we could have used

_ =i — (L= Nk, [K?)

G (k) = R . (6.1.36)

where A is any real number. The case where A = 1 is called Feynman gauge (although
it is not really a gauge choice), while A = 0 is called Landau gauge.

We can derive this last expression from a path integral. If we go back to (6.1.21), we
see that the overall coefficient in front of Ly does not matter as far as fixing to Lorenz
gauge. Hence, if we now let

1
Lyt = —ﬁ(auA“F : (6.1.37)
then the new action is

1 1 1 1
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The path integral with a background source j*(x) is

Z(j) = /DAexp (i/d4m£+A“j“) , (6.1.39)

where j* has the same coupling to A, as the electromagnetic current. Since £ is quadratic
in A, the path integral is gaussian and can be computed. Integrating by parts, we can
write £ as

L= %A# (nﬂ”a2 - (1 - %) aﬂa”) A,. (6.1.40)
Completing the square, the path integral becomes
26) = 20 exp (3 [ sty P @)Gpule- W) | (61.41)
where G, (x — y) is the Green’s function satisfying
(77””82— (1—%) 3“8”) Goa(z—y) =i0"\0*(x —y). (6.1.42)
Converting to momentum space, the Green’s function satisfies
(—n’“’kQ + (1—%) k:“k”) Goa(k) =id"y, (6.1.43)

which has the solution
B —i(nﬂy—(l—)\)kul@/kz)

Gu(k) = 12 : (6.1.44)
The time-ordered correlator is then
TA@AG) = 20— P 25 —Ga—y), (6145
ogm(@) 03 (y) |,

which agrees with (6.1.35).

Note that A = oo leads to a singular propagator. This can be understood as fol-
lows: when \ = oo, % =0 and there is no gauge fixing term in the Lagrangian. The
Lagrangian is then invariant under pure gauge transformations meaning that the opera-
tor 1),,0*— 09,0, has some of its eigenvalues equal to zero (these are called zero-modes),
making it noninvertible. We can then only make sense of the path integral if we restrict
the integrations over A, to a particular “gauge slice”. This removes the zero-modes.
More details can be found in chapter 9 of Peskin.

We close this section by noting that the path integral can also be written as

Z(j) = Z(0) exp (_% / (;l:; k) —z'(my—u];A)k#kV/k?) j,,(k)) . (6.L46)

The source terms in (6.1.39) are gauge invariant only if the current is conserved, 0,,j*(z) =0.
Hence, for physical electromagnetic sources we have that k,j*(k) = 0 and the path inte-
gral is independent of .
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6.2 The Feynman rules in QED

6.2.1 The rules

The symbol for the photon propagator is the wavy line:

— N
M ANANANANY UV

— 6.2.1
=k k2+ie’ ( )

where we use Feynman gauge with A = 1 to make it as simple as possible. The p and v
are the incoming and outgoing components of the gauge field. The gauge field couples
to the Dirac fields through the covariant derivative in (6.1.3). The vertex contribution
to the Feynman diagrams from this term is

p=—iey" (2m)*6* (ky+kot+ks) (6.2.2)

where the k; are the three incoming momenta. To these rules as well as the previous
rules for fermions we also add

e Multiply by a polarization vector 5,@(/2) for each external photon line.
e Sum over contracted Lorentz indices.

Let us now apply these rules to two of the simpler tree-level processes.

6.2.2 Electron-electron elastic scattering

The first is electron-electron elastic scattering. The Feynman diagrams for this process
are similar to our fermion-fermion scattering with scalar exchange, and are given by

u817k1\( /‘plaarl

_ = (2m)*6* (k1 +ky—p1—p2) (—ie)?

u®?, ko N\ P2, U
o T ()Y s (R T () u (Ka) =i T ()70 ()0 ()7 u (K )
(p1 — k1)? + i€ (p1 — ka)? + i€
= (27)454(k1+k2 —p1—Dp2) (P, +,71; Do, +,T2|iM|E1a +, S1; EZ? +, S2) . (6.2.3)

Instead of doing the entire calculation, let us pick out the terms that differ from the
Yukawa case and change these accordingly. Of course, we have that g is replaced with e
and now there are also extra y-matrices. We also replace the scalar mass M with zero.
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The cross-section is still given by

B 1 d*ps 454
Tl = s > [ (i) (e 0

1,2

. . 2
X (D1, +, 713 P2, +, ma| Mk1, +, 515 k2, +, 52)

1

- 64723/ = Z‘ Bro+, 713 P, ral MUKy, +, 515 Ko, +, 5)

2
‘ (6.2.4)
71,72

When squaring the M-matrix we encounter three types of terms from the numerators.
The first is

2

1,72

= N 2
" (pr) " u (k) u"™ (pa) v, (kz)

=" (k)" (1 +m)y w’ (FJu* (B )y (o +m) v (Ka) . (6.2.5)

We assume that the incoming electrons are unpolarized, meaning that we will average
over the spins. The spin averaging then gives us

_Z_SI )P 1 +m)y (k)T (ko) (@ 2 +m) vu (k)

S1,82

1
= Tl +m)y (1 m)y T [(K e +m)y e +m)n] - (6.2.6)
Using the rules for traces of y-matrices we have
Te[(F +m)y (F +m)y"] =4 (" (m* —p- k) + p"k” + k*p”) . (6.2.7)
Hence we have that the expression in (6.2.6) is
1 1
4 (t2 +t(2m? —t) + 5(3 —2m?)* + §(u - 2m2)2) =2t — 4us + 16m*.  (6.2.8)
By symmetry, the second type of term after averaging the incoming spins is

S

T1,72,51,52

- 2
T (o) (k) ”(ﬁl)%u”(l@)‘ = 2u? — 4ts + 16m*.  (6.2.9)

Finally, the spin averaged cross terms are

1 5 177 \—ro /= So /1. \—So /1. - \—5 v, T
1 > @ )y e (k)T () v (ke ) (v u™ (1)@ (ki )y u () + c.c.

T1,72,51,52

= T+ ) (R m s+ m ] + e (6210)

To simplify this expression we require the following identities

VY = =Y Y+ 20 = A 297 = =297
,y,u,yu,y)\,yu_ _7y7H7A7y+277uy/7)\7u_27 v +2’7)\’Yy:47']y>\
VAL O UV A O v, Ao A OV

VA VY = =AY+ 20Ty = =4y 4 2907y = =297
(6.2.11)
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Hence we have that

P L+ (2 +m)y, = —2mPy” - dm(ky + py) — 2097 K 1 (6.2.12)

We then use
1
ZTr[(,p’l +m)(=2m2y" ) () 2 +m) ] = 4mPpy - ky — 8m* = —2um? — 4m*

%Tr[(,p’l—km)(}{g%—m)élm(}{l +75)] = 4m2(p1+ky) - (p2+ky) = 4m?*(s—t)

1
7 Ll 1 +m) (=227 K1) o+ m)
= —8p1'p2k1'k2 + 47712]{31'])2 = —2(8 — 27712)2 — 2m2u + 4m4 . (6213)

to find

ETIW LMYV m)Y (e + m) (ke +m)v] + ce = At +u)? + 16m*
(6.2.14)

Putting everything together, the square of the M-matrix, including the sum over the
final spins and spin averaging for the initial spins, is

1 5 5 — —
1 Z ‘<p1;+77’1;]92,+77“2|M|k1,+751;k2,+752>

T1,72,51,82
4 (207 —dus + 16m*  2u? — 4ts + 16m*  4(t + u)* — 16m*
=e : , + , . .
(t + i€)? (u + i€)? (t +i€)(u + ie€)
(6.2.15)

2

6.2.3 e et — u put

We next consider electron-positron annihilation into a muon-antimuon pair. The reason
why we consider this particular process is that it is simpler than e“e™ — e~e™ because
there is no t-channel photon exchange. The only diagram is

u817k1\( /lplaﬂrl

= (2m)*6* (k1 + ko —p1 —p2) (—ie)?

—i7°2 () y"u (k1 )T (51) 9,0 (B2)

(1{31 + k‘2)2 + i€
6827 kQ/l \p2’vrz

Proceeding as before, the differential cross-section for unpolarized electrons and positrons
in the COM frame is

(6.2.16)

T Te[U 1 +m)y* (o —m) " Te[(p 1+ M)y, (72— M) )

e e - = ds) 4
Tereronit = Ganr s\ s — am? (s + ie)?
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where M is the muon mass and the integration is over the entire 47 of the solid angle
since the outgoing particles are not identical. The additional square root prefactor arises
because the magnitude of the spatial momentum is not the same for the incoming and
outgoing particles. The muon is 200 times heavier than the electron, so we can set m = 0
for the rest of the calculation, since s > 4M? >> 4m?. Hence we have

in[(}@/l +m)y* (2 —m) Y Te[(f 1+ M)y (P e — M),

~ 4(/%%5 — k- /f27]“l/+kl1/kg) (pl,u,p2u - (pl ‘P2 +M2)77W +pll/p2,u)
= 4(2ky-prkg-pa+2k1-poko-pr +2Mky ko) = 2((t — M?)? 4 (u — M?)?+2sM?)
~ 2(s* — 2ut + 2M*) = 25% + s(s — 4M?) sin? 0, (6.2.18)

where 6 is the angle between the direction of the ;= and the e™. In deriving this we used
that

s = 2k1-k2z2p1-p2+2M2
1
t ~ M2—2k1-p1zM2—§(s—\/5\/3—4M26089)

Q

u

1
M? —2k; - py =~ M?* — §(S+\/§VS—4MQCOSQ)
OM? ~ s+t+u. (6.2.19)

The final result for the differential cross-section is then

ATt =+ e*vs —4M?

0 = eI (25 + (s — 4M?)sin? 0) . (6.2.20)
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Chapter 7
QED Continued

In this chapter we continue our study of QED. We first discuss the photon helicity where
we argue that there are £1 helicity states but not a 0 helicity state. We show that this
is consistent for a Lorentz invariant theory by proving that the helicity of a massless
particle is a Poincaré invariant. We then introduce the Schwinger-Dysan equation and
use it to derive the Ward identity. Next we show how the Ward identity can be used
to simplify amplitudes with external photons. We then consider examples of amplitudes
with external photons.

7.1 The photon helicity

In the previous chapter of the notes we argued that the photon has two physical polar-
izations. In this section we show that the independent polarizations have helicities +1.
Recall that the helicity is the spin component parallel to a particle’s spatial momentum.

A photon polarization vector is given by 5,9)(16) where A refers to one of the two
physical polarizations. The polarization vector satisfies €™ - k = 0. Moreover, under a
Lorentz transformation it transforms as {ff‘)(k) — ﬁ’l(j‘)(k‘) = A*IVMEIEA)(AA/{:). Let us
now suppose that k* is given by (k,0,0,%) and that the physical polarizations satisfy
éﬂ) -k = 0. We then consider a Lorentz transformation which is a rotation about the
Z axis. Since 5’0) is a three-vector orthogonal to Z, the two independent components
can be chosen to be eigenvectors of L, with eigenvalues =1. The + component is right
circularly polarized, while the — component is left circularly polarized. In other words,
the + polarization corresponds to a photon with helicity 4+1 while the — polarization
corresponds to a photon with helicity —1.

You now might be worried that there are only two components for the polarization
and not three. The spin 1 representation of the rotation group contains three states, with
L, eigenvalues +1,0, —1. The component with L, = 0 would be the vector pointing in
the 2 direction (the longitudinal direction), which the photon polarizations are missing
since it does not satisfy £ - £ = 0. The reason why this is not a problem is because the
photon is massless. Let us show that if the photon did have a mass, it would be necessary
to have a spin 0 component in a Lorentz invariant theory. Assuming the photon had a
mass, it would be possible to boost in the Z direction to a frame where the photon is at
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rest. Then we could rotate about the 2 direction, which will not change k since it is now
zero. However, this will transform the L, = 1 polarization into a linear combination of
polarizations which includes the L, = 0 polarization.

Let us now make these arguments more precise. The full set of space-time invariances
for a translationally and Lorentz invariant quantum field theory is the Poincaré group,
generated by P, and J,,. These generators satisfy the commutation relations

[P/u P,,] =0
[J;wv R = _i(nu)\Pv — Nuaby)
s Dol = iMuodor — Murdve — o + Muadue) - (7.1.1)

This algebra has two independent Casimir operators, operators that commute with every
generator in the Poincaré algebra. Obviously, the Casimirs must be Lorentz invariant in
order to commute with .J,,. Clearly P? is a Casimir since it also commutes with P,, but
the other Casimir is less well known. To describe this one, we define the Pauli-Lubanski
vector W,,,

1
W, = §€MV>\UPVJ)‘U. (7.1.2)

We can easily check that P, commutes with W,
1
[P, W,] = 5eyw,PP[P,“ JY| = +i€ypue PPP7 =0, (7.1.3)

therefore W? = W,W* is also a Casimir, which is clearly independent from P? since it
contains Lorentz generators. In terms of the Poincaré generators it is given by

1
W? = —§(JWJ“”P2 — 2] J,\P,P"). (7.1.4)

The irreducible representations of the Poincaré group are labeled by the values of the
Casimirs. The trivial representation is the vacuum |0) which has P,|0) = J,,|0) = 0.
The first set of nontrivial representations start with the one particle states. Suppose
we have a one particle state |k*, o) where k* is its 4-momentum and o is an internal
spin. Clearly, P?|k* o) = m? k", o) where m? is the invariant mass-squared. To find
the other Casimir, we first boost to the particle’s rest frame, kf = (m,0,0,0). This will
not change the value of W? since it commutes with all Poincaré generators. In the rest
frame we have that

1
W2 kh o) = —E(JWJWM—2J°Umm2)yk5g,a>
2

m ..
=~ kg o) = —m2 2|k o) = —m2s(s 4+ 1)k, o), (7.1.5)
where s is the total spin. Hence when acting on a particle at rest W?2 is proportional to

the usual three-dimensional angular momentum invariant J2. When the particle is not
at rest, W? is no longer proportional to J2, but the eigenvalue is the same.
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It is clear that for massive particles P, is time-like while W, is space-like. However,
for massless particles both 4-vectors are light-like since they are each proportional to m?2.
Since P,W* is identically zero, this means that W# = hP* for massless particles, where
h is a constant. As an operator statement we can write this as

(hP, —W,)|k*,0) =0 (7.1.6)
This statement is invariant under Poincaré transformations since

[P,,hP,—W,] = 0
[J'u)\, hPV — Wy] = — nuy(hp)\ - WA) —f-Z'T])\V(hPH - WN) s (717)

hence the constant h is an invariant. If we choose a frame where k* = (k,0,0, k), then
the time componenent of (7.1.6) gives

(hk + kJ2)|k*, o) = 0. (7.1.8)

Since —J'? is the component of angular momentum along the 2 direction (see (4.1.8) in
the fourth chapter ), we see that h is the helicity. Therefore, a massless particle may
have a single helicity in a Poincaré invariant theory. We already saw this happening for
Weyl fermions where the massless fermions could be restricted to h = +1/2 only.

However, CPT invariance also forces us to include —h helicity states since helicity
changes sign under P but not under C' and 7. The photon is also its own charge
conjugate, hence if helicity h is present there must also exist a massless photon with
helicity —h. We have already seen that that h = £1 for the photon. But A = 0 is not
required by Poincaré invariance or by CPT.

It should be evident that if the photon is to only have two physical polarizations, it
must remain massless, even when interactions are included. In order to make a massive
photon, one must also introduce an additional degree of freedom to make the longitudinal
polarization. Naively, one might think it is possible to add a mass simply by including
the mass-term %mQAHA“. However, such a term will clearly break gauge invariance.

7.2 The Ward identity

Before showing the Ward identity', we first derive another equation called the Schwinger-
Dyson equation. We will derive it explicitly only for a single real scalar field, but it is
easily generalizable to a generic field.

Suppose we consider the correlator

(T[p(x1)p(22) . .. P(,)]) = Zl/D¢> G(x1) () . .. P(,)e™P) (7.2.1)

'Tn a previous version I had called this the Ward-Takahashi identity. There is some variation in the
literature as to what to call the form of the identity discussed in this section, but here I will use Peskin’s
nomenclature.
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Since all field configurations are integrated over, the path integral is invariant under an
infinitesimal shift of the field variables ¢(x) — ¢(x) + dp(x). Hence we have that

26_5 T T T ei5(¢) - 41._1.4 T T T eiS(qf)):
/D¢<5¢<x>>¢( Do(xs) ...z +;5( 1ol 1)...q/j)...¢( ») 0.

(7.2.2)

where the field under the slash is removed. This equation is called the Schwinger-Dyson
(S-D) equation. The second set of terms with the d-functions are known as contact
terms. The derivative of the action gives

— &¢(x) — m*¢(x) + Liy(6(2)) (7.2.3)

which is the lefthand side of the equations of motion (the righthand side being zero).
Hence the S-D equation can be written as

(T[(=0%¢(x) — m*¢(x) + Liy (d(2))p(21)d(2) . .. d(4)]) = contact terms, (7.2.4)

which tells us the equations of motion are satisfied inside correlators, up to contact terms.
To get some idea about the information in the S-D equation, let us suppose that
n = 1. We then Fourier transform the z and the x; coordinates to give

@r)'81 (k) (8 = )G + [ dta (T 00)O0N) ) =i 28k + )
(7.2.5)
where the righthand side is the contribution of the contact term. Therefore,

l

GU?) = s+ s [ A2 (THL, @O0, (720

Since Ly contains the counterterms, diagramatically (7.2.6) looks like

+~—@%+e®-« (7.2.7)

Recall from the third chapter that contains not only the full correction to

the vertex but also the full corrections to the propagators on its external legs. You can
convince yourself of the veracity of (7.2.7) by considering the first few diagrams that
contribute on the left and right sides of the equation.

122



8.323: QFT1 Lecture Notes — J. Minahan

Let us now apply the S-D equation to a scattering amplitude. We suppose that there
are n + 1 scalars involved in the amplitude which each have a momentum k; (some of
the n 4 1 are incoming and some are outgoing). The relevant 7-matrix is then

/ dhz e (k2 — m?) / [T s e (2 — w2 Tlo{0) o) o) .. 6(aa)) . (729

Integrating by parts twice on the z integration and using the S-D equation this becomes

/d4:c ek / H d*z; eikf'“j(k:? — T [~ Lin(0(2))d(21)P(22) . .. ¢(2,,)]) + contact terms .

We now claim that the contact terms cannot contribute to the scattering amplitude.
Each contact term will be missing one of the external fields ¢(z;), hence the diagram
will not have the propagator factor W_Z(m But the numerator factor k;JQ —m? is
J J
still present and since the particles are on-shell, this will give zero.

Let us now apply these ideas to QED. If we have an external photon with polarization

vector &, in a scattering amplitude, then its LSZ reduction to a T-matrix element is

(f|Ti) = /d4x em TR (T[Au()...]), (7.2.10)

where the dots signify all the other fields and integration variables and f and ¢ stand for
the initial and final states. We could have generalized k*¢* to (k*n* — (1 —1/\)kFEY)E,,
but the second term does not contribute since £ - k = 0. If we now integrate by parts
twice the T-matrix element becomes

(fIT|i) = /d4x errer  (T[-0*Au(x)...]), (7.2.11)

If we choose the Lorenz gauge, then the equations of motion are 9*A4,, = j,, hence using
the S-D equation we can replace the T-matrix with

(fIT]i) = /d% errer (Tl=ju(x)...]), (7.2.12)

since the contact terms do not contribute.

We can now show an important result. Suppose that £# ~ k*. We have already seen
that such a photon would correspond to a state with zero norm. We then have that the
T-matrix is proportional to

(fITi) N/d4xeik'x ko AT=ju(z)...]) —/d%eik'x o AT =105, () ...,
(7.2.13)

where we again integrated by parts. However, gauge invariance requires that A, can
only couple to a conserved current, therefore (7.2.13) is zero.
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Going back to (7.2.10) we observe that we can write the 7-matrix element as
IT) = 2m)* (Pow — Pu) (fIMIi) = (27)*(Pous — Pn)€uM" . (7.2.14)

Hence, we have shown that k,M* = 0. This result is called the Ward identity and it
means that the probability is zero that a scattering amplitude will produce a zero norm
state. Therefore, it is consistent to reduce our Hilbert space to the physical reduced
space with positive normed states. Since a gauge transformation leads to a shift in the
polarization vector by a vector proportional to k*, the Ward identity also shows that
amplitudes are invariant under gauge transformations. In the next chapter we will give
a generalization of the Ward identity called the Ward-Takahashi identity which can be
applied to correlators in general and not just those that appear in a 7-matrix where the
external particles are on-shell.

7.3 Amplitudes with external photons

7.3.1 Compton scattering

Compton scattering is the scattering of a photon off of an electron (or any other charged
particle). The relevant tree level Feynman diagrams are

éo\)u kl\( /\ D1, f(/\/)
+ = (27T)454(k’1+k32—p1 —p2)
u’, ko N\ D2, U
X (—ie)? | (fa)g ™ ! N (R) + " (B g™ i N ()
}{1+}€/2—m+i6 %2—%1—7’?@—’—7;6

(7.3.1)

We will continue to assume that the final spins are summed over and that the incoming
electron is unpolarized, meaning that this spin is averaged. Squaring matrix elements
we then get the following combinations:
7 .
&V (k)

l = (7 (X))
2;@ P2 K1tk o—m+ie
1Tr[(> + m)g N (¢ 4 J o +m)g D (5 + m)g V(LK o +m)g A

=3 (b1 + )2 — m2)? (7.3.2)
LS o™ ! Vs (K

5 ; a" (p2)& %2_p,1_m+i€,g u’ (k)|

_ 1Tr[(p> + m)¢ V(K o —p 1+m)E N (k5 + m)g N (k1 —p 1 +m)g V] (7.3.3)

2 ((k2 = p1)? —m?)?
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) - —1

1 /
@ (i)e ™)
2 ; (P2)¢ }(1+}{2—m—|—ze’g

_ LT[y + m)g N G+ m)g N (K + m)g N (e —p s +m)g V]
2 ((F1 + k)2 = m?)((k2 — p1)? —m?)

+ c.c.,
(7.3.4)

where gV = @([\)*fy“. We dropped the 7€ terms in the denominator because the poles
are never reached for on-shell particles.

To reduce these expressions further, we will also sum over the final state polarization
of the photon and average over the incoming photon’s polarization. We then use the
following trick originally proposed by Feynman: In terms of one of the external photons,
we can write the square of the M-matrix element as

ENMIE M (7.3.5)
The two polarizations are normalized to be
€ LW — g (7.3.6)

hence they are space-like and span a two-dimensional space within the four dimensional
space-time. Therefore the sum over polarizations should be given by

Z 5;(1)\)55/\)* = Nuwl, (737)

A=1,2

where 7,/ is a rank two projector in the four-dimensional space-time®. Four dimensional
Minkowski space can be spanned by two light-like vectors and two space-like vectors.
Choosing 5&1 and ff,?) to be the space-like vectors and k, to be one of the light-like
vectors, we choose another light-like vector IQM, such that &M .k =0%and k-k # 0% It
then follows that the projector must satisfy k"7, = ;JVT]W,L =0, f(’\)“nuu = {l(,’\). It is
straightforward to verify that

kuk, + kK,

Nuvl = Nuv — Lk (738)
is a rank two projector that satisfies these conditions. The expression in (7.3.8) is a
rather awkward combination to have to carry around. But now we remember that 59)

is contracted with M* and by the Ward identity, k,M" = 0. Hence the second term in
(7.3.8) does not contribute. Thus, we can replace 7, with 7, in (7.3.7) and still get
the correct answer.

Thus, if we sum over polarizations, we can make the replacement in (7.3.2), (7.3.3)
and (7.3.4),

DI SN S RTE PO LY PR (7.3.9)

A=1,2

2Recall that a projector squares to itself, hence its eigenvalues can only be 1 or 0. The rank is the
number of 1’s.

SFor example, if £V -k = 0, we can choose & = (|k|, —k).
4Somewhat counterintuitively, if k- k£ = 0 then they are not independent 4-vectors.
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We then use the identities in (6.2.11) of the sixth chapter of the notes. This results in

_ 1 T+ m)y K AR A m)y (K 2 + )y (K K 2 +m) )
16 (k1 - ko)?
_ IT[(=p + 2m) (K1 +K o +m) (=K 2 4 2m) K1+ o +m))]
4 (ky - ko)?
_ dmr+m?(4(ky+ko) - (ky—p2) +ka Do) + 2ko- (k1 +ko)pa- (ki +k2) — ko-pa(ky+k)?
(k1 - k2)?
- 2(k1'k2+m2)2 — 2ko-po kq-ko . 2m4+k1-k2(s +t+ m2)
B (k1 - ka)? a (kv - k2)?
_ 14m24+2m?(s—m?)—(s—m?)(u—m?)
2 (ky - ko)? ’

(7.3.10)

where along the way in this calculation we used that k; 4+ ko = p1 + p2 and k;i-ko = p1-po,
as well as the definitions of the Mandelstam variables

s = (k1 +ke)?=(p1+p2)
= (k1 —p1)?* = (ko — p2)?
u = (kﬁl —p2)2 == (pl - ]{?2)2 (7311)

and their relation
s+t+u=2m>. (7.3.12)
By interchanging the s and the u channels it then follows that
i N l4m2+2m2(u—m2)—(s—mQ)(u—mz)

1 LI JHTppeey (), 8
2 Z ) 2 Z ’u (pZ)/g %2_ﬁ1_m+i6/g u (kl)l 2 (p1 . ]{72)2

A =1, r,s

(7.3.13)

Finally, after summing and averaging over the polarizations, (7.3.4) reduces to

1 1 / Z g g i —1 —
- - —r (> \) \),,s —s (A= N)x*, 7
> 2 TR ool k) (ko) O e (R) o+ e
LT[y + m)y it e+ m)y (Ko + m) v (Ko —p 1+ m))]

8 ki -kapr - ko
LTl + ) (C2m Ak + 285) 2 (s + ) o~ )]

8 ki - kapi - ko

1

= Tr [4m2(,p’2 — Qm)(}(g—p’1+m) + 4m(,;d2 + m)(}ﬁ/g—,p/l‘i‘m)(}f/l‘i‘Q}ﬂ/g)
8 k1 - kapr - ko

—4(2pg- ko (f 1+ 2) (K 2 —%1)_7”2}{2(}(14’}(2)
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1
=——Tr [4m2(,p’2 —2m)(}o—p1+m) +4Am(ps + m)(Ko—p1+m) (K 1+2k2)
dki - kopr - ke
2
= —m< —2m" + m2p2'(kQ—p1)+2m2(2p2'k2—k1'pl)—m2(2p2'k2—k1'k2—m2)>
- mPAm?=t)  mPAmP+(s—m?)+(u—m?)) (7.3.14)
ki - kapr - ke ki - ko p1 - ke . o

Combining the results in (7.3.10), (7.3.13) and (7.3.14), while using s — m? = 2k; - ko,

u —m? = —2p; ke, we reach the final expression for the square of the M-matrix

1 1 1\ 2m2+piky 2m2—k, ko
= M|? =2¢! m4( - ) + - :
Z 22’ ‘ ( ki-ko  pi-ko k- ko p1-ko

AAN=1,2 r,s

(7.3.15)

Recall from the fifth chapter of the notes that cross-section is

*py d’p, 454 9
< < B 2 6 ou 1n .
T (2k7) (2K |U1 — g 2 )\)\Z: ; (27)32p9 (2)32p0 5(2m)°6° (Pout — Pn) M|

(7.3.16)

We first assume that the incoming electron is at rest (the lab frame), which is a common
assumption in a Compton scattering experiment. In this case kY = m and |v; — ve| = 1.
We will use E = k? and E' = p, while in the lab frame we also have ki-ky = Em,
ko-p1 = E'm. If we let 6 be the angle of the outgoing photon, then we can find £’ in
terms of £ and 6 from the equation

(k1 + ko — p1)2 = Py
m® + 2ky- (ky—p1) — 2ki-p1 = m
mE

2m(FE — E') — 2EFE'(1 — 0) = E = (731
m( ) (1 —cos®) 0o = T B(l—cos0) (7.3.17)

We can then write the cross-section as

4 oo / /
¢ / EdE /dQé(E’JrEe—E—m)
0

TremeT T 3ormE E,
1 1\? 2m+E 2m—F
2
- - 3.1
8 (m (E E’> TE B >’(73 ®)

where F, is the energy of the outgoing electron. Given # and E’, we have that

1/2
E. — <m2 v E* 4+ B? —2BE cos 9) : (7.3.19)
from which it follows that
E.E' mkE
S(E'+E.—E—m)= ——§ | E'— ) 3.2
(E'+ m) mE ( m+E(1—cos 9)) (7.3.20)
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Therefore, the differential cross-section is

doye—ye- € 1—cosf 2_ 2(1 — cosf)
s 3272 m+E(1—cosf) (m+E(1—cos@))?

1 ( m? 1>
m(m+E(1—cosf)) \ (m+E(1—cosf))? ’
(7.3.21)

So far this expression is exact at tree-level. If we now take the low energy limit where

E << m, then the differential cross-section approximates to
do"ye‘%’ye— —~ 052

dQ 7 2m?2

(1+cos®0), (7.3.22)

where a = % is the fine-structure constant, which at low energies is approximately
a ~ 1/137. The equation in (7.3.22) is called the Klein-Nishina formula.

At high energies where £ >> m, the differential cross-section is approximately

2
dOye-sne- @ 1

dQ T 2mE1—cosf’

which peaks in the forward direction. However, this expression is for the lab frame while
we are more likely to consider a high energy scattering in the COM frame. At high
energies in the COM frame we have that 2k;-ky &~ s and 2p;-ks = m? —u & scos® £ + m?,
Inspecting (7.3.15), we see that the dominant term in the M-matrix is

1 1 p1-ka | ki-ke

- - M 2 2 4

P G ME ~ 2t (R

AA'=1,2 r,8

(7.3.23)

Q

1 +cos*? 4+(1 0)>
P B S B i U L0 T P )
cos? 5 +m?/s 1 4 cos @+ 2m?/s
The cross-section is then approximately given by
a? 2+ 2(1+ cosf)?
Tremrem ¥ g 1+ cosf+2m?/s’
(7.3.25)
and with differential cross-section
1 2

0o e % 2+ 1(1+ cos0) (7.3.26)

dQ 7 2s 1+cosf+2m?/s’

. . do
We have kept the m?/s << 1 term to prevent a divergence in gwd% as § — m. In
fact, the total cross section is completely dominated by the back-scattering at 6 ~ ,
where we find that

ora? 1 1 2ra’? S
e RS d 0 ~~ log — . 7.3.27
Tre > s /_1 (cos >1 + cosf + 2m? /s s em2 ( )
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7.3.2 ete” — vy

Our second example with external photons is electron-positron annihilation into two
photons. As in the Compton scattering, there are two Feyman diagrams that contribute
at tree-level. These are

AN /1, €V
" = (27)*0" (ky ko —p1 —p2)
u®, ko N N p2, &)
x (—ie)? |7 (k)™ e ﬁj_m Hg(*’)usu‘c’z) + 7 (ky )g ™ - %li_m HEZ(WS(/%)
(7.3.28)

Using crossing symmetry, we can borrow the result in (7.3.15) to find the square of
the M-matrix. Under the crossing we make the replacements k1 — —po, po — —k; in
(7.3.15), accompanied by an overall change in sign. This last change of sign arises from
replacing Y " (k)@ (k) = } +m with 32 o™ (B)o" (k) = —(—k +m).

Assuming unpolarized incoming electrons and positrons and summing over the final
photon polarizations, we find

1 1 1\ 2m2+kypr  2m2+kops
- M =2¢ [-m? ( + ) + + :
1 Z Z M ( ka-pa  ko-pr ko pa ka-p1

75 AAN=1,2

(7.3.29)

If we consider the ultrarelativistic limit in the COM frame where s >> 4m?, then the
differential cross-section is approximately

docre—ny 07 (ky-py | ko-pi\ _ o (14cosO4+2m?/s 1—cosO+2m?/s
ds) T 25 \kapr  kopa/)  2s 1—cos0+2m?2/s 1+cosf—2m?2/s )’

(7.3.30)

where we have kept the m?/s << 1 terms to avoid the singularities at § = 0, 7. Away
from the singularities we can drop these terms, after which the differential cross-section
simplifies to
docre-ny 7 14 cos*0
aQ s sin?0
The outgoing photons are identical, hence we only integrate over the forward solid angle
for the total cross-section. This then gives

2ra? ! 1+cos0+2m?/s 1—cosf+2m?/s
Oete oy R d(cos0) 5 5
25 Jo 1—cosf+2m?/s 1+cosf—2m?/s

(7.3.31)

2’ s

log —

s m

which is the same approximation found for high energy Compton scattering.

(7.3.32)

~
~
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Chapter 8
One loop QED

In this final chapter of the notes we discuss one-loop QED. We first cover the generaliza-
tion of the Ward identity to the Ward-Takahashi identity which applies to correlators.
We then discuss three different one-loop calculations: vacuum polarization, fermion self-
energy and the vertex function. Finally we discuss applications. These include the
running of «, the Landé g-factor and Bremsstrahlung.

8.1 The Ward-Takahashi identity

In the previous chapter of the notes we argued that the M-matrix for a scattering
involving an external photon with momentum £, and polarization vector ff[\) can be
written as M = 5,([\)/\/1“ , and it satisfies k,M*" = 0. This result is the Ward identity and
is actually a special case of a more general identity called the Ward-Takahashi (W-T)
identity which applies to any correlator and not just those that appear in the M-matrix
where the momenta are on-shell. We will not derive the general form, but instead consider
two special cases.

The W-T identity is derived in the same way that the Schwinger-Dyson equation is
derived. Let us write a time ordered correlator in QED as

(Tlx(z1)...x(z,)]) = 271 /DAuDEDz/Jx(xl) coox(xg) eSAuY) (8.1.1)

where x(z;) is one of the fields (A,, ¥ or ¥, perhaps with derivatives). S(A,,,) is
the QED action

S = /d%; [—EFWF‘“’ + (i — m) — %@Aﬂ)? , (8.1.2)

where we have included a gauge-fixing term. We then perform an infinitesimal gauge
transformation of the field variables in the path integral,

Aw) = Aylx) - é@,ﬁ@(a:)
%(:L‘) — %(:C) + 2%(95)59(95)
() — Y(x) —iY(x)ib(z). (8.1.3)
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But since all fields are being integrated over, this shift leaves the correlator unchanged.
Since the only term in the action which is not gauge invariant is the gauge fixing term,
we then find

i

3 /d456(<923uA“)59($)X(f€1) - x(a)l) + Z(T[x(arl) - 0x(5) - x(an)]) = 0

(8.1.4)

(11

(&

where 0x(z;) is one of the gauge transformations in (8.1.3).
The first case we consider is for a single gauge field A, (y). Then (8.1.4) becomes

(T [ (020,400 4,0)) - ST0H0)] = 0
I A
e o Oz 0z,

If we Fourier transform over the y-coordinate we then get

Y R O e R _/MM _
e)\/d ye /d x {8:6)‘ o, a%GW(y x)| d6(x) d*ye 68,,59(3/) 0

GW@—xﬁﬂ@—é@M@)::O (8.1.5)

N 4 b iky [
5\ dye™Gu(y) | d*ze™ of(x) + ~ d*ye™¥60(y) =0, (8.1.6)
where we used that 525G, (z — y) = —%Gw(x —vy). Hence we find
—iAk,

Note that this equation is exact to all orders in perturbation theory. At tree-level we
have that
i — (1= Nkh /K)

Gl (k) = e S (8.1.8)
and so k*G, (k) is the same expression as in (8.1.7). This indicates that there are no
loop corrections to the gauge fixing term. In the next section we will present another
argument why this is true. B

The second case we consider starts with the fermion propagator (T'[i(x1)Y(xzs)]).
Shifting the variables by a gauge transformation then gives

é d*x(T[(0°0, A" () (1) (22)]) 00 () + i T [ (1)1 (2)]) (80(x1) — 66(22)) = 0.
(8.1.9)

After Fourier transforming and integrating by parts this becomes
0 d*k

a (27r)4d4x1d4x2d4xeip1~a:1—'ip2~a:2—ik~x(_Z'k:ltkj) (T[A“($)¢($1)E(w2)]>50(k‘)

—l—Z/ (2W)4d4$1d4x2(61p1 T1—ipp-Tyikry _ ip1-@1—ipy w2tk (T [h(xq)(22)])00(k)

—0 (8.1.10)
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We then define the vertex function V,(p1, p2) such that

JZIN
(2m)*6" (p1 — p2 — k) € Vyu(p1, p2) = M (8.1.11)

— k
P2,

where the diagram represents the complete truncated three-point correlator. Since the
full 3-point correlator (i.e untruncated) is given by

/d4x1d4x2d4x ePraipe b (AR () (1)) (29)]) (8.1.12)

we have that

_ ﬁGW(ﬁ)S%)le,pg)S%) =-S5 +50.), (8113

k=p1—p2

where G, (k?) and S(p) are the photon and fermion propagators to all orders in per-
turbation theory. Now we use (8.1.7) and divide by the fermion propagators to finally
reach

(PY = P5)Vulpr,p2) = S7H(#1) — S7H(p2) (8.1.14)

Even though it is a special case, this equation is often referred to as the Ward-Takahashi
identity and it is true to all orders in perturbation theory.

As a quick check, let us verify (8.1.14) at the leading level in perturbation theory. At
tree-level we have that V,, = —ivy, and S™(p) = —i(p' — m). Hence (8.1.14) is satisfied
at this level of perturbation theory. To higher orders in perturbation theory the W-T
identity will put stringent constraints on the counterterms in the theory.

8.2 Three one-loop calculations in QED

8.2.1 Vacuum polarization

The photon self-energy is also called vacuum polarization. We will explain the name
after we consider the contributions to the self-energy. The self-energy is described in
terms of a tensor II,,(k), where the leading contribution is the one-loop diagram

il (k)= p vs@v» v + ... + counterterms. (8.2.1)
k —

To any order of perturbation theory we must have that k*IL,, (k) = 0 since the longi-
tudinal component of the propagator has no perturbative corrections. Alternatively we
can see this by noticing that the self-energy always has the incoming or outgoing photon
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coupled to a conserved current. After integrating by parts, the longitudinal component
can always be rewritten as a J,7* term.
Since the longitudinal component is zero, we can express II,, (k) as

L., (k) = (N — kuk, /E*)TL(K) . (8.2.2)
Hence the propagator is given by

—i(Nu — kuko /K?)  —iXkuk, K
k2 —T1(k2) + ie k? +ie

G (k) = (8.2.3)

Let us now compute the diagram in (8.2.1). Using the Feynman rules we have that

. d*¢ i i
kiMOW v <_1)(_Z€)2/WTr {7“/ “mtie "X —J —m+ie

o [l bk oyl k)
@) (P —m2 i) ([ — k)2 —m? +ic)

(8.2.4)

where the (—1) factor is for the fermion loop. If we now Wick rotate and dimensionally
regularize this becomes

p MOW v = —4i 62M4 D/ ot 2ZMZ” _ Zf‘kl’ — gvku + Uuu(gz_g ’ k’E+m2)
L —s (2m)P (2 +m2)(({ — kg)? +m?)
(8.2.5)

where 7, = (ily, =) and k% = —k2. As usual we let D = 4 — 2¢. Performing the usual
Feynman parameterization trick we then get

D
kumOV»y :—42624D/daj/ pdp/dg
%

(20,0, — €k, — L k41 (P =0 - kp+m?))
X exp( p((0 — (1 —2)kp)*+z(1—2)k%+m?))

dDé
42624D/dx/ dp/

><<2(€+(1—x)k) (l+(1—2)k), — (l+(1—2)k) K, — ((+(1—2)k), K, (8.2.6)

i ((54“(1 —a)kp)? = ((+(1—2)kp) - kE+m2>> exp(—p(* +x(1—z)kp+m?))
where in the last step we shifted the integration variable £,. We then use the identities

/(;Zﬂf uf(€2) / d-/ g@f(ﬁ) — nl/;/ (;Z )é €2f(€2) (827)
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where f(¢?) is any function of £2, to write the expression as

o 4D 1 o) dDé
M«AOV»V :—4ieu/da:/ pdp/
bk — 0 0 (2m)P

X (nm,((1—2/D)€2+I(1—a:)k2+m2) —Qx(l—:r)k:uky> exp(—p(F? —z(1—2)k*+m?))
(8.2.8)

The gaussian integral over ¢ then gives

X 77“1,((D/2 Dp ' +a(1- x)k2—l—m) 2x(1—x)kuk,,> exp(—p(m? —z(1—x)k?))
(8.2.9)

and then the integral over p leaves

= —4i¢? o 1 z(m?—z(1—x)k*)P/?2
HL”‘O“ e o | etttk
x(rwm 2(1=2)k)(D/2=1)T (1= D/2)+ (nua(1-2)k*+m?) ~2e(1-2)k,k, ) T(2— D/2))

—8ie? (fﬁ)D/2 (mwkz — kuk,)T(2 — D/2)/0 drx(l— $>(m2—x(1—x)k2))D/2—2’ (8.2.10)

where we used that (1 — D/2)['(1 — D/2) =T'(2 — D/2). As promised, this contribution
to the self-energy has k*IL,, (k) = 0, and so in terms of IIo(k?), the self-energy without
a counterterm added we find

4-D 1
Mo(k?) = —8e*- 1 k(2 - D/2)/ dz (1 — z)(m?—z(1—2)k?) P22,
(4m)Pr2 0
e? 1 u? —k?
= oo (— — e+ log — +log(dm) — R (W)) : (8.2.11)
where
1
R(z) = 6/ dex(l —x)log(l+x(1 —x)z). (8.2.12)
0
IIo(k?) is divergent, but if we now add the counterterm,
p o~~~ v = —i87, (k0 — kuky) (8.2.13)
k—
where
e? 1 2
Oz, = — 133 (— —vE + log — + log(47r)> (8.2.14)
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then the renormalized self-energy I1(k?) is finite and given by

2 e? K\ o
IT 2.1
(k%) = 12#2R(m2)k (8.2.15)
Note that R(z) = 0 when z = 0, so the residue of the photon propagator at the pole
k? = 0is 1. The effect of the counterterm in (8.2.13) is to add the term —30z, F,, F
to the Lagrangian.

8.2.2 Fermion self-energy

The relevant Feynman diagram for the fermion (electron, muon etc.) self-energy is

_ _ d*l —1 7
~inlk) = k —>_£3_ B (—ze)Q/ (2m)* 2 — 2 + e VM}( X —m+ ie
_ _2/ d' Y (m A+ K =)
@M (2 — 2 1 ie) (0 — k)2 —m2 +ie)

In anticipation of a future problem we have included a mass term i for the photon.
Notice that we have written the self-energy as a function of k. This is possible, even
though some terms do not have explicit & terms, because one can write ¥’k = k?. The
upcoming dimensional regularization requires us to modify some of y-matrix relations.
In particular, for a general value of D we have

(8.2.16)

Wick rotating, dimensionally regulating, inserting the Feynman parameters, doing
the Gaussian integration and expanding in € gives

—iSo(k) = 47r D/2/ pdp/ d:t:/ 5(Dm+(2 = D)k =¥))

X exp(—p((—(1— x)kE) +a(l—2)ki+(1—z)m*+ p?)
4-D
. H _ _
— i | e / dr(Dm+ (2 D)k exp(—p((1—2)(m? —2k?) +2))
D 1
—ie? F(Q—D/Q)/ dz(Dm+(2—D)xk)((1—z)(m*—zk?)+xp)P/?72
(4m)P/> 0
o e? 1 u? 3
=~ [4 <g—7E—|—log47r—|—log ﬁ_’_i_Rl (— ))
1 2 k?
_<__7E+log47r+log 'u—2+2 Ry ( i ))}(] (8.2.18)
5 m m2’ m?
where
! 1-x2z Tw ! l—x2z Tw
Ry(z,w) :/0 dx log ( T T a —x)Z) ,  Ro(2) :/0 dx 2x log< T +(1—x)2) :

(8.2.19)
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Both functions satisfy R;(—1,0) = Re(—1,0) = 0.
Not surprisingly Yo(k) is divergent, so we add the counterterms

> = (3, (K —m) — 6). (8.2.20)

k —

Analogously to the real scalar case, in order to leave the pole at m with unit residue the
wave-function and mass renormalization counterterms should be given by

dXo (k) e? (1 > ji2
= —= = — —— log 47 +log — +2— —
0z, % L o2 \ 2 ve+logdm+log 2 +2-W "

3¢ (1 W24
Om = —Xo(m) = T (E—7E+10g47r+log W—i—g) m, (8.2.21)
where
=2 1 4(2 — =2 =2
W (’“‘—2) :/ PP | Gk —2log £ — 240 (’“‘—2) . (8.2.22)
m o l—xz+ % m m

W is divergent in the limit as g — 0. Unlike the divergence that arises as ¢ — 0, which
is an ultraviolet divergence due to large loop momentum contributions, the divergence in
W is an infrared divergence which comes from the small loop momentum contributions.
Giving the photon a small mass cuts off this divergence.

After adding the proposed counterterms we are left with a pole at ¥ = m with unit
residue. The renormalized self-energy is then

1= (0 (85) o ()~ (o () () )

(8.2.23)

There is something deeply unsettling about this expression. While it gives us a unit
residue at the pole, away from the pole it is divergent as i — 0. We will delve into this
further when we discuss radiation from soft photons.

8.2.3 Omne-loop vertex function

Our final one-loop computation is the one-loop correction to the vertex function. The
diagram is

RN
<_,uq = (2m)*6* (k1 —ko+q) e VI (K1, ko)
k2 /"
" iy . .
= (27?)454(k1—/€2—q)(—i6)3/ (sﬁi 62_[;“6 VV}(l—/Z—mHeV#}(z—/Z—mHE%’

(8.2.24)
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where V} o(ki1, k2) is the bare one-loop correction to the vertex function. Wick rotating
and using dimensional regularization we get

00 1 de
1 ‘/1’0(1617 k2) = —62/1471) / pZD/de/ d$1d$2d133 / —Dé(l—ﬂfl —1:2—3:3)
0 0 (2m)

x (= 2Py K+ k=20 =20k ) (K1 —F) + (4~ DYPYE)
X exp(—p((€—z1k1p—Tokop)* + 2123k p+ 203k g+ 2120 (k1 g —kap)* + (21 +22)m® +-a32%)
(8.2.25)

Here we have included a dimensionally modified y-matrix identity,

VAP = =297 + (4 — D)y
(8.2.26)

which leads to a finite contribution because the correction multiplies a divergent piece.
The modifications that make no contribution in the ¢ — 0 limit have been dropped.
Shifting variables, using

_ _ 1 D -2
IVE =LAy = =5yl = ==, (8.2.27)
and performing the Gaussian integrations leads to
AR e D/2 '
iVio(ky, ko) = —e (47r)D/2/0 p dp/o dzridrodrsd(1—x1 — 29 —123)

[ = 2m - dm (kY (1—221) +k5 (1=29)) = 20K 2 (1 — ) w1 )V (K1 (1= 21) — 22K o)

D —2)2
—%plv“] exp(—p(z123k3 g+ Tox3ks -+ 1109 (k1 —kop)? 4+ (11 4+20)m* + 23/%) .

(8.2.28)

Only the last term inside the square parentheses leads to an ultraviolet divergence. This
particular term contributes

2

e 1 ,u2 k% k:% ¢
62 (g — v + logdm + log i 1—Rs (ﬁ’ poo Mo ~H (8.2.29)

where

Rg(Zl,Zg,y) = /d$1d$2d$3(5(1—$1—$2—x3>

(21 — 1)3311'3—'—(22—1)5[)21’3 +yx122
(x1412)?

x log {1— ] . (8.2.30)
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Note that R3(1,1,0) = 0. We want to add a counterterm to cancel the divergence in
(8.2.29). Because of Lorentz invariance we know that the bare one-loop vertex correction
Vi can be written as a sum of three terms

iVig =" Xo + (K + )Xo + (R — k5) X3 (8.2.31)

where the X; are Lorentz invariant combinations involving ki, ks and m. These combi-
nations can include k' and k’5. The counterterm should have the form

p = —iey"(2m) 0t (ky —ka—q)dy, , (8.2.32)
—q

so combining with the one-loop vertex we get the renormalized one-loop correction to
the vertex

i Vi =" (X1 4 07,) + (k) + )Xo + (K] — k) X3 (8.2.33)

The counterterm needs to be consistent with the W-T identity. Before any counterterms
are added, the W-T identity guarantees that!

GV =i (Solk1) — So(ks)) - (8.2.34)
The counterterms must preserve this such that
aVE =i (S0) — S0s) (5.2.35)
Comparing the form of the counterterms in (8.2.20) and (8.2.32), it follows that
— 107, ()1 —J2) = i(—=02,(k1 —m) + 0p + 02,(k1 —m) — 0py) , (8.2.36)

and thus 0z, = 0z,, or equivalently, 7, = Zy, where Z; = 1+ dz,. As a check, from
(8.2.29) we can see that

2

e 1
=— — + finite | . 2.
Sz, 62 (5 + mte) (8.2.37)

Hence the divergent term in (8.2.37) matches the divergent term for d,.

8.3 Applications

8.3.1 Form factors

This section is not really an application, but it will be used in the subsequent sections.

! Assuming our regularization procedure is consistent with gauge invariance. We won’t prove it, but
dimensional regularization is consistent.
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Suppose the vertex function V), (ki,ks) is sandwiched between two on-shell Dirac
wave-functions,

WH =" (ky )i V*(ky, ko )u® () (8.3.1)
The W-T identity gives ¢,WW* = 0, where ¢* = k}' — k. Since
' (k1) (K1 —K2)u(ka) = 0 and (K} +k5)g, =0, (8.3.2)
it follows that X3 in (8.2.33) is zero when k}' and k% are on-shell. Hence we have that
WH = (k) (7" (1+ X1 +07,) + (BY +55) Xo)u (k) (8.3.3)

where we have included the tree-level and one-loop results, as well as the counterterm.
We then use the Gordon identity (ps #5),

e e (R R o\, -
a” (k)" u® (ko) = 0" (ki) ( 12m 2+ 2mq )u (k2) (8.3.4)

where o = L[y*,7"], to write

g,

2m

—

Fg(q2)) u®(ks) . (8.3.5)

W =" (k) (WFl(qz) +

The functions Fy(¢?) and Fy(q?) are called form factors and by Lorentz invariance and
momentum conservation can only depend on ¢* and the fermion mass (whose dependence
is implied.) We will later show that F;(0) = 1.

8.3.2 The running of the coupling

Suppose we have an electromagnetic scattering between two heavy fermions, f; and fs,
each having the same charge as the electron. The masses of the fermions, M; and Mo,
are much heavier than the electron mass m. The tree-level diagram looks like

f1 usl,kl\ /(thH
= (2m)*0* (k1 +ka—p1—p2)
f2 u®? ke NP2, U
(e = T (P)y ™ (k)™ (o) y"u™ (o) (8.3.6)
(p1 — k1)? +ie
Including the one-loop effects, the last line of (8.3.6) becomes
(¢)? Ny (1) fl(pl v)u (k)™ (pa) f2<p2 2)u” (k2) (8.3.7)

(pr — k1)? — 1L(q?) + ie ’

139



8.323: QFT1 Lecture Notes — J. Minahan

where V} and V. are the vertex functions for the two fermions and ¢* = (p1 — k1)* =
t. There is no contribution from the fermion self-energies since the counterterms were
chosen so that the self-energies and their derivatives are zero on-shell. The vacuum
polarization is assumed to have contributions from all fermions that are present in the
theory, including the electron.

The vertex functions can be replaced with the form factors,

) iauyqu

iVi(p, k) — VFI () + o F (g%

. whq,

iV, (P2, k2) — P (¢?) + WFQ(JCQ)(QQ) ; (8.3.8)

If we now assume that —¢® << M2, then the vertex functions become

iVi(puk) o~ A, iV (2, k) =AM (8.3.9)

since both sets of form factors have F(¢?) ~ F;(0) = 1. Furthermore, the heavy fermions
make a neglible contribution to I1(¢%) when —¢* << M?. Thus, at small ¢" the term in
(8.3.6), including the one-loop contribution, is to a very good approximation

(=ie)®  —imu @ ()Y s (k)a (5a)y" u (ka)
1— -2 R(ﬁ) —q* +ie
_ —dm i T () 0 (B 0 ()70 ()
o-1— 1R (—_q2> —q? + i€
3 m?2

(8.3.10)

The behavior of R(z) for small and large z is

R(z) =~ g z<<1

~ logz z>>1. (8.3.11)

Hence, the effective value of the inverse coupling

L_1 1, <__q2) , (8.3.12)

Qeg 3T m2
satisfies
d 1
2 2 2
— ~ 0 — <<
1 dq2 Qleft 1 "
1
Moo — ¢ >>m”. (8.3.13)
T

Thus the effective fine-structure increases with increasing —¢?. To a good approximation,
the inverse coupling stays fixed for —¢?> < m? and starts running at a constant rate once
—q* > m?. The effective fine-structure is & = 1/137 when —¢? is less than the electron
mass. Once —¢? is greater than the electron mass, the inverse coupling decreases linearly
with the log of the scale, until it reaches the mass of another charged particle (say the
muon) where the rate changes again. At some point the inverse coupling is zero, hence
the coupling is infinite. This value of —¢? is called the Landau pole.
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8.3.3 g — 2: The anomalous Landé g-factor

In this section we compute the anomalous magnetic moment for a charged fermion (elec-
tron or muon, say). The one-loop calculation was originally done by Schwinger in 1948
and is considered one of the seminal triumphs in quantum field theory.

We first show how the magnetic moment relates to the form-factors. Suppose we
have an external electromagnetic field A,(z). If the particle is at rest and a constant
magnetic field B is turned on, then the change in energy is —ji . B where {i is the magnetic
moment. The magnetic moment is related to the particle’s spin by

i=2-3 (8.3.14)

where ¢ is a dimensionless constant called the Landé g-factor.
The contribution to the Hamiltonian from an external field is

Hi = e / B D)V ()b () A () (8.3.15)

where V*#(z) is the vertex-function in coordinate space. We are treating ¢ (z) as a
quantized field and A, as a classical background. The change in energy due to the
magnetic field is then the expectation value of H;, for a single particle state at rest. In
particular, we have the matrix elements for the spin states

(AE),, = lim S/ Hinel b, ) (8.3.16)
q—0 <k’1, S|/{?1, S>

where ¢* = k}'—k%. The denominator is given by 2k (2)3§3(0). The numerator is

lim (g r|Hi|0,s) = lime / BT (R)iVH () (Ra) A ()
q—0 g—0

= lime/d?’xeiq'xﬂ’"(k‘l) (’y“Fl(O) +

10" q,

q—0 m

F2<o>) (R ()

: 3 . iqxr—r(1. kil—i_kg a” s(T.
= lime [ d°ze" 0" (ky) AMFl(O)—2 (14+F5(0))0, A, (x) ) u®(ks)

q—0 2m m

(8.3.17)

where in the last step we used the Gordon identity and integrated by parts. Assuming
the particle is at rest, Ag(z) =0 and A; = %ajkxj B*, the first term does not contribute
while the second gives

— (27)%0°(0) ed,s - B, (8.3.18)

=,

where we used that @ (0)0“u®(0) = 2me;z0F,. Hence we have that

—

2(1+ F5(0)) e .- B. (8.3.19)

2m

(AE)T‘S = -

N
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Comparing with (8.3.14), we see that the Landé g-factor is
g =2+ 2F50). (8.3.20)

The 2 was originally computed by Dirac. The second part of ¢ is called the anomalous
g-factor, or simply g — 2.

To find F»(0), we sandwich the vertex function in (8.2.28) between two Dirac wave-
functions. Using kou®(ks) = mus(ks), W (k1)k1 = " (k1 )m, the relation

T (kK oy J v’ (ko) = T (k) [2m(k! + k) — (3m® — ¢®)y"]u (k) (8.3.21)

as well as the symmetry between the Feynman variables x; and x5, we find that

4—-D

o] 1
Y s(T. H -
W =a"(k1)i Vio(ky, ke)u’(ks) = —e? (4m) D72 /0 0* D/de/o dxidxedrsd(1—x1—

952—1'3)

<" (ki) [ —2mP A Am(KY + k) (1 =2y —29) — 20K o (1—22) —zym)y () 1 (1 — 1) —29m)

(D_2)2 1 ul, s/t 2 2 2 —2
—— P |u (k2) exp(—p((z1+x2)"Mm* — 219" +2301°) .

[e'e) 1
= _€2M_/ pQ_D/2d,0/ dxidxedrsd(1—x1—x9—23)
0 0

<" (k1)

<2m2( — 1+2z3+a3) —2(1—21) (1—22)¢* — (D—2F 1_92)20‘1) o

+2m(k?+k§)$3(1—x3)] (ko) exp(—p((1—a3)?m? — a1 29> +a3/2%) .

Only the k)" + k% term contributes to F5(¢?) and we can see that it is finite. Using the
Gordon identity in (8.3.4) and the definition of the form factors in (8.3.5), we find that

4m?2e?

Fy(0) = /Ooodp/ol s /OH?’ vy 75(1— 25) exp(—p((1— ) m?)

1672

o 1 1—x3 1 o
= — d d —1)=—. 3.2
7T/0 .133/0 T2 (1_1:3 ) o (83 3)

Since the kf'+k4 term is not infrared divergent we have set i = 0. Using o = 1/(137.04),
we find for g — 2,

g—2~~0.002323. (8.3.24)
The actual value is

g — 2~ 0.0023193043622 £ 0000000000015 . (8.3.25)
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Theoretically, we should only expect our answer to be correct up to order a?/m? ~
5 x 1079, which is the size coming from the next order of perturbation theory. You can
see that (8.3.24) differs from (8.3.25) by 4 x 1075, The full theoretical calculation has
been done up to fifth order in perturbation theory, including effects from outside QED,
and the theoretical uncertainty is more or less the same as the experimental uncertainty.

8.3.4 The other form factor

Let us now compute the contribution to F;(¢?). If we call §F(¢?) the one-loop correction
to the form factor which includes the counterterm, then using (8.3.22), (8.2.29) and the
Gordon identity we find

e? 1 0
SF (%) = 672 (g —vg + logdm + 108;@ —1—Rs(1, 1,y)) +0z,
e? !
_167-[-2/0‘ dxldxgdx;g&(l—%—ﬂfz—%)
4 d(1-m3)  2(1-ay)® | (L—ai)(l—a2)y
B _ —9 8.3.26
X U+ Law U U U+ T3W 7( )

where y = ¢*/m?, w = i?/m?* and U = (1—13)? — z129y.
Let us consider this result at ¢> = 0. In this case we use the integrals

1 4 1 1—x3 4
/ dxldI2d$35(1—$1—I2—ZE3) —5 = / dx3/ dIg —5
0 (1—23)? + 2315 0 0 (1—23)? + 2345

2 2
= —2log (M—Q) + 0O (N—Q)
m m

1
4
/0 dxldxgdx3(5(1—x1—x2—x3)(1_x3) =14

1
/ dxldxgdx35(1—x1—x2—x3)2 == 1, (8327)

0

to find

62 1 /~L2 ﬂ?

IF1(0) = oz \ 2 E + log4m + log ﬁ—i—él — 2log g + 8y, . (8.3.28)

If we now use that dz, = 0z, as well as the expressions in (8.2.21) and (8.2.22), we find
that

§F(0)=0. (8.3.29)

This result will hold to all orders in perturbation theory.
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8.3.5 Soft photons and infrared divergences

In this section we give a physical interpretation of the infrared divergence found in the
vertex function. We will find that in an actual physical measurement the log divergence
coming from the zero mass-photon cancels and hence the photon mass can be safely set
to zero.

We start this section by computing the correction to the form factor 6 F;(¢?), but now
with ¢ # 0. For any nonzero value of ¢* the infrared divergence which we had diligently
cancelled off for ¢? = 0 reappears.

For a general value of ¢> we have that

2 1 2
2 (& 4—4(1—1‘3) —2(1—1’3)
(5F1(q ) = - 1672 {R?) (17 17 y) + /0 d.l’leEQde‘g(;(]_—CCl—ZEQ—ZEg) [_ (1 _ :L‘S)Q + x3w
4 Az 21-xg)  (1—m)(1—z2)y
_ _ _9 3.
Traw U U U + wgw ’ (83.30)

We will only explore the limit —¢g? >> m?, where one finds some simplification in the
calculation. In this limit we find that the leading behavior comes from the last term in
the square brackets, and only in the integration region where z3 — 1. Thus §F;(¢?) is
approximately given by

2 1

e
5F1<q2) ~ _@ ; dx1d$2d$35<1_x1_x2_$3) (1 — .%'3)2 ‘lyvllx2|y| +tw

. (8.3.31)

where we have assumed that —y >> 1 and w << 1. Letting z; = (1 — x3)/, the integral
becomes

62

0F(¢) ~ —=5 1(1—x)dx /1d6 o
) = =g ; T (1—=23)2(1+ B(L = pB)|y]) +w

B e? ! ! ly|
= _167r2/0 dﬁ/o T B0 Bl +w

l

e [ || ||
~ — d log —
6 |, P .
e’ ly| P =
A —@10g|y|10gg =53 log — log o (8.3.32)

Significantly, the correction to the form factor is negative. Since this form factor
multiplies v* in the vertex function, we can interpret it as a correction to the electro-
magnetic coupling in a scattering amplitude. With this in mind, suppose we consider the
tree-level scattering in (8.3.6) where we identify f; with the electron and f, with some
heavy charged particle. Suppose the cross-section for this process is og. If we include
the one-loop vertex correction for the electron then the cross-section is modified to

2 2 2\ 2 2 2 2
Oy R (1 _ log q2 log _q2 > oy R (1 _ log q2 log _Z >00, (8.3.33)
m i m i

472
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where ¢" = p} — kI and we assume that this is a “hard” scattering where —q? >> m?.
There can also be a correction from the fy vertex but this can be treated separately and
will be briefly discussed at the end of the section. There is also a correction from the
running of the coupling, but this does not have an infrared divergence so we ignore it.
Now consider the process in (8.3.6), but in addition to the outgoing f; and f; a “soft
photon” with momentum ¢* is also emitted. By soft, we mean a low energy photon
with momentum |¢] < 1/L where L is some large wave-length cutoff. At tree level, the

relevant graphs are
u™ kl_) — D1, U u"
(8.3.34)
us? ](72-) — P2, U u'?

There are also graphs where the photon attaches to the fs line, but these will be discussed
at the end of the section along with the f; vertex correction.
The extra external photon modifies the fermion sandwich @™ (p})y*u** (k1) to

—ry \) P+l +m si(In =1 Jo—f+m N, 51 (L
( (P1)¢ (pl_i_g)Q_mQ_i_iey“u (ky) +1 (pl)fy“(kl—f)Q—ﬂ”ﬂ-i-iGZ u’t(ky) | .

If we assume that |F| << m then we can approximate this combination as
vy i (EV €k
" Hut (k - 8.3.36
ear ) (S0 - S0 (5330

where we used the Clifford algebra and ¥ u (k) = mu (ky), @ (5 )1 = @ (51)m
The cross-section for the inclusive process where the external photon has momentum
|¢| < 1/L is then

N p eV )P

C-p 0Ky

(8.3.37)

DY
Osoft = Og €
T o g (2m)R200

We have assumed that |£]2 << —¢2 such that there is only a small correction to ¢2 in
the internal photon propagator, leaving it unchanged to a good approximation. Making
the substitution

Zg A)* — —Nuv » (8338)

the cross-section simplifies to

O'fNO'€2/ d’t (2p1k1 _m2_m2)
ot SO 2O\ p) (k) (Cp)? ()

~ g / il —¢ (8.3.39)
der (2m)320 (£ p1)(€- k1)’
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where the last approximation was made assuming that —¢? >> m?. To make life easier,

we assume that p, = —k, so that —¢? ~ 4]p1|*. The cross-section can then be written as
o2 1 ¢
Osofi R 00— édﬁ/ d(cosl) —————
S A Y
4
~ / / (cos0)
70 8r2 e (1 —COSH——)(1+COSQ——)
—q? dl
~ —l —_— . 8.3.40
UO 27T Og m2 /EV<L1 g ( )

The integral over ¢ diverges as ¢ — 0. However, if we again assume the photon has a

small mass /i then ¢° should be replaced with 1/ 2+ f? and the integral essentially is
cut off at £ = 1. Hence we have

2 ¢ 1
Osoft = 0y e log — log Toe (8.3.41)
If we now combine the contribution of the soft photon with o,, we obtain
e? —q 2 2
O + Osoft & (1 ~ log — log(—L*q )) 0o, (8.3.42)

where the photon mass has dropped out and thus can be set to zero. The interpretation
of this combined cross-section is as follows: A scattering experiment involves using a
detector to measure the momentum of particles. In order to measure a photon, the
detector would have to be larger than the photon wavelength. Hence, if a photon with
wavelength greater than the size of the detector should be produced, it will remain
undetected. If the detector size is L, then the fifo — fifo scattering cross-section will
also include the contributions from f; fo — fif2 + v if the photon wavelength is greater
than L. As we make our detector bigger, fewer of the soft photon events are included in
the cross-section and hence the cross-section decreases as L increases.

Note that we could play the same game with the other vertex in (8.3.6), where we
would again find that the logarithmic divergence with the photon mass in the vertex
function cancels with the corresponding log in the soft photon cross-section coming from
a soft photon attaching to the f, propagator.
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